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1

Introduction

This text grew out of lectures from an introductory graduate course on
gravitational physics. The emphasis is in field theory, and in the analogies
of the gravitational interaction with all other fundamental interactions. The
necessary background in differential geometry is included only in a terse
manner, and should be supplemented with personal study of the references.

In general the viewpoint of this lectures is closer to the classic texts of
Landau and Schrödinger than to many modern texts. Only a few basic
things are included, but these in some detail. In some sense, the aim of
this book is to put these admirable books in a modern context, relating the
gravitational interaction with the other three fundamental interactions. It
is believed, with strong experimental support that the other interactions,
namely the electroweak and strong interactions are described by gauge the-
ories. General relativity is also a gauge theory in some sense. One of our
aims is precisely to nuance this statement, putting it in context.

There is an immediate difference between these four interactions which
is obvious, and this is that out of the four only the electromagnetic and grav-
itational ones are long range, which means that they have classical manifes-
tations. The classical equations descibing the behavior of those two fields
are Maxwell’s and Einstein’s equations respectively. In spite of the fact
that both fields have classical (that is, non quantum) manifestations, both
set of equations are quite different. Maxwell’s are linear partial differential
equations (PDE), whereas Einstein’s are nonlinear PDE, and in that sense,
similar to the sort of non-abelian classical equations corresponding to the
Yang-Mills theories describing the other two interactions, namely the weak
and strong ones. In these cases we are interested mainly in the quantum
behavior of those fields, owing to the short range of their interactions, which
make their analysis even more difficult. Actually the existence of a mass gap
for Yang-Mills theory is one of the Millenium Prize Problems of the Clay
Mathematical Foundation. For the time being, the only evidence we have
that glueballs are massive are the lattice simulations of the corresponding
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2 1. INTRODUCTION

path integral. While convincing for the majority of the physics commu-
nity, apparently they are not good enough for the Clay foundation. One of
the main (I would even dare to say the main) open problems in theoretical
physics is to understand the strong coupling regime, in which perturbative
analysis is not applicable. This we would like to do in quantum field theory
(QFT), but the sad reality is that we do not understand this regime even in
nonlinear classical field theory. Actually other of the Clay Millenium Prizes
is offered for the proof of the Navier-Stokes existence and smoothness of
solutions. Now the Navier-Stokes system of PDE is a baby version of Ein-
stein’s ( or even Yang-Mills) equations. Many surprises are in store for when
we understand these equations fully. There are even indications that string
theory may represent some aspects of this nonperturbative sector, at least
in some cases.

To summarize, our understanding of the gravitational interaction is some-
what perplexing. On the one hand, we have a classical theory which works
extremely well, and there is no reason to doubt its validity so far. It is true
that until recently, the theory was checked in the quasi-linear approxima-
tion. The so called pametrized post-newtonian (PPN) approach was devised
precisely with the purpose of doing that in a systematic way. Since the dis-
covery of the first binary pulsar by Hulse and Taylor there is astrophysical
evidence of variation of its orbital period with time, interpreted as due to
loos of energy by gravitational radiation. The cumulative agreement of the
data with the Einstein formula is impressive.

There are in cosmolgy however indications that there is something miss-
ing in our understanding, which bears the dark names. Dark matter means
unknown matter that weighs as normal matter does. Dark energy is the
name given to a mechanism that produces a cosmological constant, which
weighs in a weird way and should explain the observed cosmological accel-
eration. Many people has tried (and keeps trying) to look whether some
modification of Einstein’s gravity could help explain some of these phenom-
ena.

The corners of parameter space in which it can be modified while keeping
agreement with observations are growing thinner and thinner as time goes
by and experiments achieve better precision.

On the other hand, if gravity is a fundamental interaction, it should be
compatible with quantum mechanics. This has not yet been achieved, and
many of the most interesting open problems in theoretical physics are related
to this fact. The point of view that gravitation is not a fundamental theory,
but rather emergent in some sense at a macroscopic level is not without
problems of its own. We have tried to give a flavor of these problems as
well.

It is perhaps not superfluous to insist that the only way of learning
physics is through personal work and experience.

The most important part of the learning process is however the next one,
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when one asks and tries to solve her own questions. It is far more important
to learn to ask important questions than to be able to learn how to solve
somebody else’s.

Throughout the lectures we sometimes use the acronyms FIDO (fiducial
observer) to mean an observer at rest in a given gravitational field and
FREFO (free falling) to mean an observer in a free falling frame.

I would like to thank here all my students, collaborators and teachers
from whom I learned everything I know.
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Energy-momentum tensors.

Our first task will be to find a variational principle for the Maxwell equations.
Given a general action depending on a set of fields and their derivatives

S =
∫
d4xL(φi, ∂µφi, ∂µ∂νφi . . .) (2.1)

the action principle tells us that the action must be stationary under those
variations that vanish at the boundary of the spacetime integration region

δS =
∫
d4x

(
∂L

∂φi
δφi + ∂L

∂(∂µφi)
δ∂µφi + ∂L

∂(∂µ∂νφi)
δ∂µ∂νφi + . . .

)
(2.2)

integrating by parts

δS ≡
∫
d4x

δS

δφi
δφi =

∫
d4x δφi(

∂L

∂φi
− ∂µ

∂L

∂(∂µφi)
+ ∂µ∂ν

∂L

∂(∂µ∂νφi)
+ . . .

)
(2.3)

the equations of motion read
δS

δφi
= 0 (2.4)

In Maxwell’s case, trial and error leads to

S =
∫ [
− 1
c2Aαj

α − 1
4cFαβF

αβ
]
d4x (2.5)

The source current jµ(x) should be conserved (i.e., ∂ρjρ = 0) in order for
the action to be gauge invariant . For example, when the source of the field
is a point particle of charge q, the current is give by 1

jα(x) ≡ q
∫
uα(λ)δ4(xρ − xρ(λ))dλ (2.6)

1It is plain that ∂αjα =
∫
uα(λ)∂αδ4(xρ −xρ(λ)) = −

∫
d
dλ
δ4(xρ −xρ(λ))dλ = δ4(xρ −

xρ(λ0)) − δ4(xρ − xρ(λ1)), which vanishes almost everywhere.

5



6 2. ENERGY-MOMENTUM TENSORS.

The variation of the action reads

δS =
∫
d4x

[
− 1
c2 δAαj

α − 1
2cFαβδF

αβ
]

(2.7)

so that an integration by parts yields

∂αF
αβ = 1

c
jβ (2.8)

From the conceptual point of view the scalar spin zero field is the simplest
field: just a scalar function over space-time φ(x). When performing an
arbitary space-time transformation (not only for Lorentz transformations)

φ′(x′) ≡ φ(x) (2.9)

The recently discovered Higgs particle corresponds to a short range massive
scalar field mH ∼ 125 GeV

c2 . They are spinless (s=0). We shall see in a
moment why.

We shall show in a moment that its static potential (the analogous of
the Coulomb potential) is of the Yukawa form

Vy ∼
e−

mcr
~

r
(2.10)

and its range is given by the Compton wavelength of the corresponding
particle

l ∼ ~
mc

(2.11)

2.1 Conserved currents from Poincaré invariance.

Let us consider a lagrangian depending on a set of fields,φi (they do not
have to be spinless) and their first derivatives, L(φi, ∂µφj).

The transformations to be considered are

δxµ ≡ ξµ(x)
δφi ≡ φ′i(x)− φi(x) = −ξα∂αφi + δ̄φi

δ̄φi ≡ Dj
iφj + djµi ∂µφj + ti (2.12)

When ξ = 0, we speak of internal transformations. The matrices Dj
i and d

j
i

depend on continuous parameters, say ε1 . . . εN .
The set (2.12) define a symmetry when δS = 0 off shell that is, whithout

employing the EM. For example the lagrangian for N scalar fields φi,

S =
∫
d4x

1
2δij∂αφ

i∂αφj (2.13)
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is invariant inder the N(N − 1)/2 transformations

ξµ = 0
djµi = 0
Dj
i (ξ) = ωji (2.14)

provided ω(ij) = 0. These generate the N-dimensional rotation group,
SO(N)), which is the internal symmetry of this action principle. The
N(N − 1)/2 parameters are the ε ∼ ωij .

2.2 Internal transformations

Let is first discuss the simplest example of a pure internal transformation.
Let us perform a variation letting the parametrs εa conatined in the matrix
Dj
i depend on the spacetime point. The variation of the action will not

vanish in general, but it will be proportional to ∂µεa (because it has to
vanish when ∂µεa = ∂µD

j
i = 0).

δS =
∫
d4x

{
∂L

∂φi
Dj
iφj+

∂L

∂(∂µφj)
∂µ(Dk

j φk)
}

=
∫
d4x

{
δS

∂φi
Dj
iφj+∂µ(JµN )jiD

j
i

}
(2.15)

The variation of the lagrangian will in general be a total derivative (usually
represented as partial derivatives!)

δS =
∫
d4x ∂µΛµ (2.16)

The current is given by

(JµN )ji ≡
∂L

∂(∂µφi)
φj − Λµ (2.17)

We can now choose the parameters εa is such a way that

Dj
iφj = 0 (2.18)

at the boundary. This variations correspond to the action principle, so that

δS = 0 (2.19)

This means that on shell
∂µJ

µ
N = 0 (2.20)

The Noether current is conserved.
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2.3 The general case

Let us work out the transformation of the derivatives of the fields.

∂µ′φ
′ (x+ ξ) = ∂µ′x

ρ ∂ρφ(x) (2.21)

This means that

δ∂µφ ≡ ∂µ′φ′(x)− ∂µφ(x) = −ξλ∂λ∂µφ− ∂µξλ.∂λφ = −∂µδφ (2.22)

On the other hand the measure also varies

d(vol)′ ≡ dnx′ =
∣∣∣∣det ∂x′∂x

∣∣∣∣ dnx = (1 + ∂µξ
µ) dnx (2.23)

That is,
δd(vol) = ∂µξ

µd(vol) (2.24)
The full variation of the lagrangian is then

δL =
∑
a

(
∂L

∂φa

(
−ξρ∂ρφa + δ̄φa

)
+ ∂L

∂(∂µφa)
(
−∂µ (ξρ∂ρφa) + ∂µδ̄φa

)
+ ξλ∂λL+ L∂µξ

µ

)
= 0

(2.25)
where we have included the variation of the Lagrangian itself as a scalar,

δ∗L ≡ L′(x′)− L(x) = ξλ∂λL (2.26)

Leibnitz rule implies∫
dnx ∂µ

(
∂L

∂(∂µφa)
δ̄φa

)
+ δS

δφa
δ̄φa−∂µ (ξνTµν)−ξρ∂ρφa

δS

δφa
+∂µ (Lξµ)−∂µ (ξµL)

(2.27)
Here we have defined the canonical energy-momentum tensor,

T ρµ ≡
∂L

∂(∂ρφa)
∂µφa − Lηρµ (2.28)

Now the hypothesis that the action is invariant, that is

δS = 0 (2.29)

then implies the conservation of the Noether current

∂µJ
µ
N ≡ ∂µ

(∑
a

∂L

∂(∂µφa)
δφa − ξρTµ ρ

)
= 0 (2.30)

To begin with, let us apply this to pure (constant) translations. Then

ξα = aα

δ̄φa = 0 (2.31)

In this case the Noether current coincides with the energy-momentum tensor
itself. It follows

∂µT
µν = 0 (2.32)
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2.4 Scale transformations

An important example of spacetime dependent symmetry is dilatation sym-
metry. The free scalar action

S ≡
∫
dnx

1
2∂µφ∂

µφ (2.33)

is invariant under a rescaling of the spacetime coordinates

xµ
′ = (1 + λ)xµ (2.34)

provided that the field is correspondingly rescaled

φ′(x) = φ(x)
1 + λ

(2.35)

This means that

ξµ = λxµ

δφ = −λφ (2.36)

This yields the so called virial current, JµV (which is defined as a quantiuty
such that

T ≡ ∂µJµV ), (2.37)

as well as the dilatation current

JµN = JµV − x
ρTµρ

JµV ≡ −
1
2∂

µ
(
φ2
)

= ∂νJ
νµ (2.38)

with
Lµν ≡ −1

2φ
2ηµν (2.39)

Acually, the existence of this current means thatmthe theory is conformal
invariant, and not just scala invariant. The conformal current is given by

Kµν ≡
(
2xρxν − x2ηρν

)
T ρ µ − 2xνJVµ + 2Lµν (2.40)

It is easy to check that indeed

∂µK
µν = 0 (2.41)

If we redefine for an scalar field the improved energy-momentum tensor
(which is best understood in terms of a nonminimal coupling to gravitation,
dubbed as Ricci gauging )

T impµν ≡ T canµν + Iµν ≡ T canµν −
1
6 (∂µ∂ν − ηµν�)φ2 (2.42)
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The added piece is conserved and does not contribute to the total energy.
It is not traceless, bu rather

Iµµ ≡
1
2�φ

2 = (∂φ)2 + φ�φ (2.43)

Given the fact that

xνIµν ≡ −
1
6x

ν (∂µ∂ν − ηµν�)φ2 = −1
6 (xν∂µ∂ν − xµ�)φ2 (2.44)

as well as

∂µJ
µ
V ≡ ∂µ

1
6∂σ (xµ∂σ − xσ∂µ)φ2 ≡ 0

1
6∂σ (xµ∂σ − xσ∂µ)φ2 = 1

6 (∂µ + xµ�− 4∂µ − xσ∂σ∂µ)φ2 = −1
2∂

µ
(
φ2
)

+ xνIµν(2.45)

we can change the dilatation current by adding a divergenceless piece

Jµnew ≡ Jµcan + 1
6∂σ (xµ∂σ − xσ∂µ)φ2 = Tµνimpxν (2.46)

This means that ∂αJαnew = 0 is equivalent to

∂µJ
µ
new = Tµimp µ = 0 (2.47)

The improved energy-momentum tensor is traceless. The canonical energy-
momentum tensor for a massless scalar field is given by

Tµν = ∂µφ∂νφ−
1
2∂αφ∂

αφηµν (2.48)

which fails to be traceless in four dimensions (although it is so in two di-
mensions). It is easy to check that the corresponding improved energy-
momentum tensor is indeed traceless on shell.

2.5 Conserved charges out of conserved currents.

Given a conserved current, ∂αjα = 0, it is possible to define a conserved
charge which is time independent,

Q ≡
∫
d3xj0(t, ~x) (2.49)

dQ
dt =

∫
d3x∂0j

0 =
∫
d3x∇~j = 0

The charge corresponding to the energy-momentum tensor is given by

Pµ ≡
∫
d3xTµ0 ≡

(
P 0 = E, ~P

)
(2.50)
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2.6 Invariance under Lorentz transformations.

A Lorentz transformation has

ξµ = ωµνx
ν (2.51)

The transformation of a scalar field

φ′(xµ + ωµνx
ν) = φ(x) (2.52)

so that

φ′(xµ) = φ(xµ − ωµνxν) = φ(x)− ωµνxν∂µφ = φ(x) + ωµν
1
2 (xµ∂ν − xν∂µ)φ

(2.53)
This means that

δφ = ω.Dφ ≡ ω.Dφ (2.54)

with
Dαβ ≡

1
2 (xα∂β − xβ∂α) (2.55)

Fields with spin have extra indices, say φa; the transformation of the field
is then given by

Dαβ → Dαβ + Σαβ (2.56)

where Σαβ acts on the extra indices and is called the spin matrix. For
example, for a vector field (please check)

(Σαβ)ρµ = 1
2
(
δρβηαµ − δ

ρ
αηβµ

)
(2.57)

It is possible to verify that this corresponds with the representation 1 ≡
(1/2, 0)⊕ (0, 1/2). In our case it is true that

δ∂ρφ = ∂ρ (ω.Dφ) (2.58)

The equation 2.30 asserting the conservation of Noether’s current then tells
us that

0 = ∂µ

(
∂L

∂(∂µφ)ω.Σφ− ξρT
µρ

)
(2.59)

Taking into account that
∂µξ

ρ = ωρ µ (2.60)

we get the interesting equation

∂ρ
(

∂L

∂(∂ρφ)Σµνφ

)
= T[µν] (2.61)

This means that we can define a new symmetric energy-momentum tensor
(called the Belinfante tensor)
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T belµν ≡ Tµν − ∂ρ
[

∂L

∂(∂ρφi)
Σµν i

jφj + ∂L

∂(∂νφi)
Σρµ i

jφj + ∂L

∂(∂µφi)
Σνρ i

jφj

]
(2.62)

It is natural to define an angular momentum tensor

Mλµν ≡ xµT λνbel − xνT
λµ
bel (2.63)

which is conserved because the Belinfante tensor is symmetric
To give an explicit example, the canonical Maxwell energy-momentum

tensor reads
Tµν = 1

2

(1
4FαβF

αβηµν − Fρµ∂νAρ
)

(2.64)

which is neither symmetric nor gauge invariant
The Belinfante tensor reads

T belµν = 1
2

(1
4FαβF

αβηµν − FρµF ρν
)

(2.65)

It is easy to show that the energy density of the field is given by

T00 = 1
2
(
~E2 + ~B2

)
(2.66)

as well as the corresponding momentum dendity (Poynting vector):

T 0i = −1
2

((
~E × ~B

)i)
(2.67)

Finally the Rosenfeld tensor is defined by first coupling the theory to a
external metric

ηµν → gµν (2.68)

and then definint
TRos
µν ≡ 2 δS

δgmn

∣∣∣∣
gµν=ηµν

(2.69)
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Gauge invariance.

3.1 Propagators.

Let us first derive the different Green’s functions corresponding to the op-
erator

K ≡ d2

dt2
+ ω2 (3.1)

To begin, let us analyze the equation for a delta-source

KG(t) = δ(t) (3.2)

as well as the homogeneous one

KGH(t) = 0 (3.3)

In momentum space
G(t) =

∫
dk

2πe
iktG(k) (3.4)

so that (
−k2 + ω2

)
G(k) = 1 (3.5)

as well as (
−k2 + ω2

)
GH(k) = 0 (3.6)

Two particular solutions of the homogeneous equation are

GH± ≡ −
i

2ωe
±iωt =

∫
dk

2πe
ikt 2π

i
θ(±k)δ(k2 − ω2) (3.7)

They are as such hat is, two generators of the full space of solutions, GH
and represent on shell ”particles”. This means that

GH(t) =
∫
dk

2πe
iktg(k)δ

(
−k2 + ω2

)
= a cos ω t+ b sin ω t (3.8)

13
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It is a fact that

GH+ (t) = GH− (−t)
GH∗+ (t) = −GH− (t)
GH∗+ (t) = −GH+ (−t)

Re GH± = ± 1
2ω sin ωt

Im GH± = 1
2ω cos ωt (3.9)

where g(k) is an arbitrary function, giving rise upon integration to the
two arbitrary constants.

On the other hand, turning back to the inhomogeneous equation

G(t) =
∫
dk

2πe
ikt 1
−k2 + ω2 (3.10)

There are two poles on the integration circuit. There are several possibilities.
At any rate we can always write

G(t) = −iθ(t)Res+
eikt

(k − ω)(k + ω) + iθ(−t)Res−
eikt

(k − ω)(k + ω) (3.11)

closing the contour on the upper (positive) half-plane for positive t, and on
the lower (negative) half-plane for negative t.

The four different possibilities are drawn in the figures.

• The Dyson boundary conditions The prescription

ω2 + iε (3.12)

Or equivalently,
k → ke−iε (3.13)

places the positive pole on the upper half of the complex plane, whereas
the negative pole stays on the lower half. This leads to the so-called
Dyson propagator,

GD(t) = − i

2ω
(
θ(t)eiωt + θ(−t)e−iωt

)
= − i

2ωe
iω|t| ≡ θ(t)GH+ +θ(−t)GH−

(3.14)
where

G± (t) ≡ − i

2ωe
±iωt (3.15)

To summarize,
GD = − i

2ωe
iω|t| (3.16)
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• Retarded The prescription

ω2 + iε sign (k) (3.17)

or else
k → k − iε (3.18)

places the two poles in the upper half of the complex plane. This leads
to the retarded propagator:

GR(t) = − i

2ωθ(t)
(
eiωt − e−iωt

)
= θ(t)

(
GH+ −GH−

)
= 1

2 θ(t) 1
ω
sinωt

(3.19)

GR(t) = θ(t)sinωt
ω

= ±GH± (t) (3.20)

• Advanced Were both poles to be placed in the lower half of the complex
plane, id est

ω2 − iε sign (k) (3.21)

that is
k → k + iε (3.22)

we would have found the advanced propagator

GA(t) = i

2ωθ(−t)
(
eiωt − e−iωt

)
= θ(−t)

(
GH− −GH+

)
= −θ(−t) 1

ω
sinωt

(3.23)

GA(t) = −θ(−t)sinωt
ω

= −1
2θ(−t)Re G+ (3.24)

It is plain that
GA(−t) = GR(t) (3.25)

• Feynman Finally,
ω2 − iε (3.26)

id est
k → keiε (3.27)

leads to the Feynman propagator, namely,

GF (t) = i

2ω
(
θ(t)e−iωt + θ(−t)eiωt

)
=

−θ(t)GH− − θ(−t)GH+ = −θ(t)G− − θ(−t)G+ (3.28)

that is,

GF = i

2ωe
−iω|t| (3.29)
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It propagates positive frequencies towards the future and negative fre-
quencies towards the past. It is an even function:

GF (t) = GF (−t). (3.30)

and
G∗D = GF (3.31)

It is a fact of life that

GF +GD = 2ReGF = GR +GA = sinω|t|
ω

GF −GD = 2iImGF = i
cos ωt

ω
= i

√
1− ω2(GA +GR)2

ω
(3.32)

as well as

2GH+ = GR −GA +G∗F −GF
2GH− = GA −GR +G∗F −GF
GF −GR = −GH+
GF −GA = −GH− (3.33)

The real part of the Feynman propagator is just the half sum of the
advanced and the retarded propagators, and the imaginary part is the
time-symmetric homogeneous solution

GF (t) = 1
2 (GR(t) +GA(t)) + i

2ω cos ωt =

GR(t) +GA(t)
2 − G+(t)−G−(t)

2 (3.34)

In momentum space

G± = 2π
i
θ(±k)δ(k2 − ω2) ≡ −2πiδ±(k)

GF = −1
k2 − ω2 + iε

GR,A = −1
k2 − ω2 ∓ iεk

(3.35)

A fact that will turn out to be useful in due time is:

2ωGR(k) = 1
k + ω − iε

− 1
k − ω − iε

= P
1

k + ω
− P 1

k − ω
− iπδ(k − ω) + iπδ(k + ω)

2ωGA(k) = 1
k + ω + iε

− 1
k − ω + iε

= P
1

k + ω
− P 1

k − ω
+ iπδ(k − ω)− iπδ(k + ω)

2ωGF (k) = 1
k + ω − iε

− 1
k − ω + iε

= P
1

k + ω
− P 1

k − ω
+ iπδ(k − ω) + iπδ(k + ω)

2ωGD(k) = 1
k + ω + iε

− 1
k − ω − iε

= P
1

k + ω
− P 1

k − ω
− iπδ(k − ω)− iπδ(k + ω)
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In conclusion
GA(k) = G∗R(k) (3.36)

GF (k) = θ(k)GA(k) + θ(−k)GR(k) (3.37)

as well as many other relationships easily unveiled.

• The euclidean propagator The euclidean theory is defined uniquely by
the requirement that

eiS (3.38)

goes to
e−SE (3.39)

with SE positive semidefinite. This fixes

t = −iτ (3.40)

The euclidean Green function is defined as(
d2

dτ2 − ω
2
)
GE(τ) = −δ(τ), (3.41)

GE(τ) ≡
∫
dκ

2πe
iκτGE(κ), (3.42)

GE(τ) =
∫
dκ

2πe
iκτ 1
κ2 + ω2 = 1

2ω
(
θ(τ)e−ωτ + θ(−τ)eωτ

)
=

θ(τ)G−E(τ) + θ(−τ)G+
E(τ) (3.43)

where the two independent solutions of the homogeneous equation are
chosen as:

G±E ≡
1

2ωe
±ωτ . (3.44)

The full euclidean propagator is then

GE = 1
2e
−ω|τ | (3.45)

The euclidean propagator is related to Feynman’s propagator by the
analytic continuation τ = it such that the piece which goes with θ(τ)
in the euclidean function goes into

√
−1 times the piece that is pro-

portional to θ(t) in Minkowskian time and the piece which goes with
θ(−τ) in the euclidean function goes into

√
−1 times the piece that is

proportional to θ(−t) in Minkowskian time .
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3.2 Current-current interaction.

Let us consider an scalar field with an external current

S =
∫
dnx− 1

2φ
(
�+m2

)
φ+ J(x)φ(x) (3.46)

There is simple way to extract thefull depende of the action on the external
sources. This will determine the strength of the interaction between those
sources. We start with the identity

− 1
2φOφ+ Jφ = −1

2ΦTO−1Φ + 1
2 J O−1 J (3.47)

where the fields
Φ(x) ≡ Oφ− J (3.48)

ΦT ≡ φO − J (3.49)

represent a point transformation of the canonical variables. The inverse of
the operator is formally defined as∫

dnz O (x− z)O−1 (z − y) ≡ δ(n) (x− y) (3.50)

The moral of all this is that the interaction between the sources is given
by the Green’s function of the quadratic operator O. In the static approxi-
mation it is enough to consider the euclidean one

GE(r) ≡
∫
dn−1p ei

∑n

i=1 pix
i 1∑n

i=1 pip
i +m2 ∼ e

−mr 1
rn−3 (3.51)

This gives the Yukawa potential in 3+1 dimensions (and a logarithmic po-
tential in 2+1 dimensions.

Vyuk ∼
e−mr

r
(3.52)

It is a fact of life that in the physically most interesting case of gauge
theories it is not possible to invert the oparator untl after fixing the gauge.
The reason is that the operator has a zero mode, precisely in the gauyge
invariant direction. For example, in the EM case,

Oαβ ≡
1
2 (�ηαβ − ∂α∂β) (3.53)

obeys
Oαβ∂βΛ = 0 (3.54)

This means that this operator does not have an inverse. In the Lorenz gauge
however the operator reduces to

Oαβ = 1
2 �ηαβ (3.55)
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so that the current-current interaction is given by the Lienard-Wiechert
potentials

Jµ (�)−1 ηµν J
ν (3.56)

There is another caveat. In order for the current piece to be gauge invariant,
this current must be conserved.

In both the scalar and vector cases the sign of the interaction is arbitary,
depending of the sign of the currents. In the case of the gravitational field,
which corresponds to spin 2, the current is the energy-momentum tensor,
and from the fact that the energy is positive, the sign of the gravitational
interaction between external sources is fixed to be attractive.

3.3 From rigid to gauge.

Consider the lagrangian corresponding to a charged scalar field (≡ two real
scalar fields)

S =
∫
d4x

[
∂αφ

∗∂αφ− 1
2m

2φφ∗
]

(3.57)

S =
∫
d4x

∑
j=1,2

[1
2∂αφj∂

αφj −
1
2m

2φjφj

]
(3.58)

The EM are again given by the Klein-Gordon equation

δS

dφ
= −(�+m2)φ = 0 (3.59)

The lagrangian is invariant under constant (rigid,global) changes of phase

φ′ = φ eiqθ (3.60)

(∂µθ = 0, q ∈ R ). eiqθ ∈ U(1) ∼ R2 ∼ SO(2). The real form is

φ′i ≡Mijφj (3.61)

with
δijMilMjk = δlk (3.62)

The Noether current reads

jµ ≡ ∂L

∂(∂µφ)δφ = iq(∂µφ∗φ− ∂µφφ∗) (3.63)

(jµ)+ = jµ (3.64)

and the charge
Q ≡ iq

∫
d3x(φ̇∗φ− φ̇φ∗) (3.65)
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We would like this invariance to hold true when the parametrer is not con-
stant (gauge,local),

∂µθ 6= 0 (3.66)

In order to get that we need to couple the scalar field to the electromagnetic
field. The minimal coupling is defined by replacing all derivatives by the
covariant derivatives

Dµ ≡ ∂µ − iqAm (3.67)

It is a fact that it transforms as

(Dµφ)′ = eiqθDµφ (3.68)

The full lagrangian reads

S =
∫
d4x

[1
2Dαφ

∗Dαφ− 1
2m

2φφ∗ − 1
4FµνF

µν
]

(3.69)

and is gauge invariant under U(1) abelian transformations.
If the starting point is a set of Dirac fermions

S =
N∑
i=1

∫
d4xψ̄iγ

µ∂µψi −mψ̄iψi (3.70)

The action is invariant under

δψi = iε
∑
j

Tijψj (3.71)

as long as the matrix T is hermitian

T ∗ij = Tji (3.72)

This means thet the finite transformation is unitary

U = eiεT ∈ U(N) (3.73)

Now we can ask under what circumstances can we promote this summetry
to a local one, id est, ∂µε 6= 0? The problem is clearly with the derivative,
because (using matrix notation)

∂µUψ 6= U∂µψ (3.74)

In order to fix this, we need to introduce what mathematicians call a connec-
tion and physicists a gauge field. This animal has an index for the derivative,
and then the same set of indices as the matrix U . The fixed derivative is
called the covariant derivative

Dµψ ≡ ∂µψ −Aµψ (3.75)
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What we want is that

(Dµψ)′ ≡ ∂µ (Uψ)−A′µUψ = U (∂µψ −Aµψ) (3.76)

which would be true provided

UAµ = ∂µU +A′µU (3.77)

that is
A′µ = UAµU

+ − ∂µUU+ (3.78)

Gauge fields (both abelian and non-abelian) pervade our current understand-
ing of the fundamental interactions. We shall see that the gravitational field
can also be understood using a similar set of ideas. It is a simple exercise
to show that

Fµν ≡ ∂µAν − ∂νAµ +AµAν −AνAµ (3.79)

transforms as
F ′µν ≡ UFµνU+ (3.80)

This means that
L ≡ −1

4tr FµνF
µν (3.81)

is gauge invariant and the natural candidate for the kinetic energy term of
a gauge theory. Indeed

∂µA
′
ν − ∂νA′µ = ∂µ

(
UAνU

+ − ∂νUU+
)
− ∂ν

(
UAµU

+ − ∂µUU+
)

A′µA
′
ν −A′νA′µ ≡

(
UAµU

+ − ∂µUU+
) (
UAνU

+ − ∂νUU+
)
−(

UAνU
+ − ∂νUU+

) (
UAµU

+ − ∂µUU+
)

(3.82)

and the result follows using

∂µUU
+ = −U∂µU+

∂µU
+U = −U+∂µU (3.83)
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Figure 3.1: The Feynman contour.
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Figure 3.2: The retarded contour.

Figure 3.3: The advanced contour.
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Figure 3.4: The Dyson Contour.
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The Fierz-Pauli spin 2
theory.

Let us review one viewpoint on the origin of gauge invariance which is found
in Tini Veltman’s Les Houches lectures. Let us begin wity the simplest case
of spin 1. When the vector particle is massive, it has three polarizations
(2s+ 1). Choosing the frame in such a way that the momentum is

k = (m, 0, 0, 0) (4.1)

The three polarizations can then be chosen as

ε1 ≡ e1 ≡ (0, 1, 0, 0)
ε2 ≡ e2 ≡ (0, 0, 1, 0)
ε3 ≡ e3 ≡ (0, 0, 0, 1) (4.2)

Now let us imagine that we want to take the massless linit, m → 0. The
momentum is now null, so the best we can do is

k = (1, 0, 0, 1) (4.3)

The polarizations are still three, namely

ε1 = e1

ε2 = e2

ε3 = k (4.4)

It is actually possible to get propagators from unitarity. The amplitude for
creating a photon with polarization εaµ(x) at a given spacetime point, x, is
proportional to the polarization itself. The amplitude for this same photon
to be absorbed at the point y is proportional to εaν(y). In order to get the
full propagator, we have to sum over all three polarizations.

Dµν ≡ K−1
µν =

3∑
a=1

εaµε
a
ν = θµν ≡ ηµν −

kµkν
k2 (4.5)

25
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The transverse metric is really a projector, which does not have an inverse.
On shell it can be sustituted by

θµν → θTOSµν ≡ ηµν −
kµkν
m2 (4.6)

Then the ensuing lagrangian

L ∼ Aµ
(
θ−1
TOS

)
µν
Aν ∼ Aµ

((
k2 −m2

)
ηµν + kµkν

)
Aν (4.7)

Normalizing properly, this yields the lagrabgian for a massive photon

L = −1
4F

2
µν −

1
2m

2A2
µ (4.8)

The only known way to stay with only two polarizations (massless fields)
is to make the identification

ε ∼ ε+ k (4.9)
that is, longitudinal polarizations are pure gauge. In position space this
reads

εµ ∼ εµ + ∂µλ (4.10)
Let us now turn to spin 2. There are now five polarizations in the massive
case.

ei ⊗ ej + ej ⊗ ei −
2
3

(∑
k

ek ⊗ ek

)
δij (4.11)

In the massless limit we have

ε3 ≡ k ⊗ e2 + e2 ⊗ k =


0 0 1 0
0 0 0 0
1 0 0 1
0 0 1 0



ε4 ≡ k ⊗ e1 + e1 ⊗ k =


0 1 0 0
1 0 0 0
0 0 0 0
0 1 0 0



ε5 ≡ k ⊗ k =


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1



ε1 ≡ e1 ⊗ e2 + e2 ⊗ e1 =


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0



ε2 ≡ ε1 ⊗ e1 − e2 ⊗ e2 =


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 (4.12)
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The last two rotate among themselves under the little group. The smallest
gauge invariance we need to stay with only two polarizations is

εαβ ∼ εαβ + ∂αξβ + ∂βξα (4.13)

(Actually it is enough to as these conditions for transverse veciors,

∂ρξ
ρ = 0 (4.14)

but we shall not pursue this here.) The most general form of the propagator
is

Dµνλσ ≡
∑
A

εAµνε
A
λσ = c1ηµνηλσ + c2 (ηµνkλkσ + kµkνηλσ) + c3 (ηµληνσ + ηµσηνλ) +

c4 (kµkσηνλ + kµkληνσ + kνkσηµλ + kνkληµσ) + c5kµkνkλkσ (4.15)

Demanding transversality and tracelessness is enough to fix it up to a con-
stant. Transversality and tracelessness can also be argued for from the fact
that an on shell graviton cannot decay neither in an scalar particle nor in a
vector one.

Dµνλσ = c1

(
θµνθλσ −

3
2 (θµλθνσ + θµσθνλ)

)
(4.16)

In order to find the lagrangian we proceed as in the U(1) case and sub-
stitute

θµν → θTOSµν (4.17)
The ensuing propagator reads

K−1
µνρσ ≡ Dµνλσ = c1

(
θTOSµν θTOSλσ − 3

2
(
θTOSµρ θTOSνσ + θTOSµσ θTOSνσ

))
(4.18)

Computing the inverse and normalizing properly, we get the massive
Fierz-Pauli theory, describing a massive spin 2 particle in Minkowski space-
time. This theory was first considered by Fierz and Pauli in 1939, 24 years
after Einstein wrote down General Relativity in 1915. It is nevertheless
interesting to understand why and in what sense does not work.

It simplifies the computation to use projectors. We start with the longi-
tudinal and transverse projectors

θαβ ≡ ηαβ −
kαkβ
k2

ωαβ ≡
kαkβ
k2 (4.19)

They obey

θ + ω ≡ θνµ + ωνµ = δνµ ≡ 1
θ2 ≡ θβαθ

γ
β = θγα ≡ θ

ω2 ≡ ωβαω
γ
β = ωγα ≡ ω (4.20)
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as well as

tr θ = n− 1
tr ω = 1 (4.21)

The four-indices projectors are

P2 ≡
1
2 (θµρθνσ + θµσθνρ)−

1
n− 1θµνθρσ

P1 ≡
1
2 (θµρωνσ + θµσωνρ + θνρωµσ + θνσωµρ)

P s0 ≡
1

n− 1θµνθρσ
Pw0 ≡ ωµνωρσ

P sw0 ≡ 1√
n− 1

θµνωρσ

Pws0 ≡ 1√
n− 1

ωµνθρσ (4.22)

Their physical meaning can be seen as follows.
The projectors obey

P ai P
b
j = δijδ

abP bi

P ai P
bc
j = δijδ

abP acj

P abi P
c
j = δijδ

bcP acj

P abi P
cd
j = δijδ

bcδadP aj (4.23)

as well as

tr P2 ≡ ηµν(P2)µνρσ = 0
tr P s0 = θρσ

tr Pw0 = ωρσ

tr P1 = 0
tr P sw0 =

√
n− 1 ωρσ

tr Pws0 = 1√
n− 1

θρσ

P2 + P1 + Pw0 + P s0 = 1
2
(
δνµδ

σ
ρ + δσµδ

ν
ρ

)
(4.24)

Any symmetric operator can be written as

K = a2P2 + a1P1 + awP
w
0 + asP

s
0 + a×P

×
0 (4.25)

(where P×0 ≡ Pws0 + P sw0 ). Then

K−1 = 1
a2
P2+ 1

a1
P1+ as

asaw − a2
×
Pw0 + aw

asaw − a2
×
P s0−

a×
asaw − a2

×
P×0 (4.26)
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It is a fact that

(P2)µν
ρσ (Ptr)ρσ

λδ = P2

P s0Ptr = P s0 −
n− 1
n

P s0 −
√
n− 1
n

P sw0

Pw0 Ptr = Pw0 −
√
n− 1
n

Pws0 − 1
n
Pw0

P1Ptr = P1

P sw0 Ptr = P sw0 −
√
n− 1
n

Pws0 − 1
n
Pw0

Pws0 Ptr = Pws0 −
√
n− 1
n

P sw0 − n− 1
n

P s0 (4.27)

The end result of the Fierz-Pauli lagrangian is

S =
∫
d4x

{1
4(∂µhρσ∂µhρσ−

1
2∂µh

µν∂ρhνρ+
1
2∂

µh∂ρh
µρ−1

4∂µh∂
µh−m

2

4
(
hαβh

αβ − h2
)}

(4.28)
It can be easily checked that in the massless case, m = 0, this is the unique
lagrangian which is invariant under the gauge symmetry

δhµν = ∂µξν + ∂νξµ (4.29)

It is interesting to study a little bit the FP EM.

Kµνρσ ≡
1
8
(
k2 −m2

)
(ηµρηνσ + ηµσηνρ)−

1
8 (kµkρηνσ + kµkσηνρ + kνkρηµσ + kνkσηµρ) +

1
4 (ηµνkρkσ + kµkνηρσ)− 1

4
(
k2 −m2

)
)ηµνηρσ (4.30)

The EM in momentum space read

4Kµνρσh
ρσ =

(
k2 −m2

)
hµν−kµkρhρν−kνkρhµρ+ηµνkρkσhρσ+kµkνh−

(
k2 −m2

)
ηµνh = 0

(4.31)
The divergence of the EM yields

kνKµνρσh
ρσ = −2m2 (kρhρµ − kµh) = 0 (4.32)

It follows that
k2h = kρkσh

ρσ (4.33)

On the other hand, the trace of the EM is

ηµνKµνρσh
ρσ = −2(1− n)m2h (4.34)

This tells us that in fact,

h = kµkνh
µν = 0

kµhµν = 0 (4.35)
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and the EMK imply the Klein-Gordon equation(
�+m2

)
hµν = 0 (4.36)

We have seen that were we interested in the massless limit, we better impose
the abelian gauge invarian

δhµν = ∂µξν + ∂νξµ (4.37)
where the gauge parameter is now a Minkowski vector, ξµ. In the quadratic
approximetion the most general Lorentz invariant is given by

L = 1
4∂µh

νρ∂µhνρ − β
1
2∂µh

µρ∂νh
ν
ρ + a

1
2∂

µh∂ρhµρ − b
1
4∂µh∂

µh (4.38)

It is quite easy to check that gauge invariance implies uniquely that

β = a = b = 1 (4.39)

That is, demanding that a quadratic Lorentz invariant lagrangian have ex-
actly this gauge symmetry fixes the lagrangian to the massless Fierz-Pauli
form: (the choice

β = 1

a = 2
n

b = n+ 2
n2 (4.40)

corresponds to the linear limit of unimodular gravity, an interesting variant
theory of which we can not say more here.

S =
∫
d4x

{1
4(∂µhρσ∂µhρσ−

1
2∂µh

µν∂ρhνρ+ 1
2∂

µh∂ρh
µρ−1

4∂µh∂
µh

}
(4.41)

The quadratic operator

S ≡
∫
d4x hµν Oµνρσ hρσ (4.42)

is given by

Oµνρσ = −1
8 (ηµρηνσ + ηµσηνρ)�+ 1

8 (∂µ∂ρηνσ + ∂µ∂σηνρ + ∂ν∂ρηµσ + ∂ν∂σηµρ) +

−1
2η

µν∂ρ∂σ + 1
4 ηµνηρσ� = −k

2

4 (P2 − 2P s0 ) (4.43)

A very convenient gauge is the de Donder or harmonic gauge,

LHgf ≡
1
2

(
∂λh

λµ − 1
2∂

µh

)2
= −k

2

4

(
P1 + n− 1

2 P s0 + 1
2P

w
0 −

√
n− 1
2 P×

)
(4.44)
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In this gauge the lagrangian simplifies enormously

OµνρσH = −1
8 (ηµρηνσ + ηµσηνρ)�+ 1

8 η
µνηρσ� =

= −k2

4

{
P2 + P1 − n−3

2 P s0 + 1
2P

w
0 −

√
n−1
2 P×

}µνρσ
(4.45)

The interaction between two external sources will then be

W ≡
∫
d4z T 1

µν(x)
(
O−1

)µνρσ
(x− y) T 2

ρσ(y) (4.46)

In n=4 dimensions(
O−1

)µνρσ
(x− y) = 1

4 Kµνρσ�−1(x− z) (4.47)

1
4

∫
d4z Kµνρσ(x−z)Kρσαβ(z−y) =

(1
2
(
δµαδ

ν
β + δµβδ

ν
α

)
+ (n− 4) ηµνηαβ

)
δ(x−y)

(4.48)
so that the interaction energy is proportional to

W = 1
k2

(
T (1)
µν T

(2)µν − 1
2T

(1)T (2)
)

(4.49)

The same calculation in the massive case (no need for gauge fixing there)
yields the value

W = 1
k2

(
3 T (1)

µν T
(2)µν − T (1)T (2)

)
(4.50)

It is then plain that the massless Fierz-Pauli propagator (in the harmonic
gauge) it is not the limit of the massive propagator when m → 0. This
phenomenon is dubbed the van Dam and Veltman discontinuity, in honor
of its discoverers.

In terms of projectors

∆ = − 4
k2

{
P2 + P1 −

1
n− 2P

s
0 + n− 3

n− 2P
w
0 −

√
n− 1
n− 2 P×

}
(4.51)

The residue of P s0 is negative. Consider the ADM decomposition of the
graviton

hµν ≡ hTTµν + ∂µAν + ∂νAµ + 1
n
ηµνφ+

(
∂µ∂ν −

1
n
�ηµν

)
a (4.52)

with

hTTµν η
µν = 0

∂λhTTλµ = 0
∂µA

µ = 0 (4.53)
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in such a way that

hµνhµν = φ

∂νhµν = �Aµ + 1
n∂µφ+ n−1

n �∂µa

∂µ∂νhµν = 1
n�φ+ n−1

n �
2a (4.54)

Then

(P2h)µν = hTTµν

(P1h)µν = ∂µAν + ∂νAµ

θµνhµν = n−1
n

(
φ− k2 a

)
ωρσhρσ = 1

n

(
φ+ (n− 1)k2 a

)
(4.55)

(P s0h)µν = n−1
n

(
φ− k2a

)
θµν

hP s0h = n−1
n2
(
φ− k2a

)2 (4.56)

(Pw0 h)µν = ωµν
1
n

(
φ+ (n− 1)k2a

)
hPw0 h = 1

n2
(
φ+ (n− 1)k2a

)2 (4.57)

(P×h)µν = 1
n
√
n−1

(
φ+ (n− 1)k2a

)
θµν + n−1

n

(
φ− k2a

)
ωµν

hP×h = 2 1
(n−1)n2

(
φ+ (n− 1)k2a)(φ− k2a

)
(4.58)

Besides, under a FP gauge transformation

ξµ ≡ ξTµ + ∂µξ

∂µξµ = �ξ
∂µξTµ = 0 (4.59)

this fields transform as

δhTTµν = 0
δAµ = ξTµ

δa = 2ξ
δφ = 2�ξ (4.60)

in such a way that the field

Φ ≡ φ−�a (4.61)

is gauge invariant.
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The FP lagrangian is expressed in terms of this fields as

L = −1
4

{
hTTµν �h

µν
TT + 3

8∂µΦ∂µΦ
}

(4.62)

It is a fact of life that this is invariant under linearized TDiffs

δhTTµν = ∂µλν + ∂νλµ (4.63)

with
∂µλ

µ = 0 (4.64)

and under CKV
∂Φ = ∂µη

µ (4.65)

Actually
δL ∼ ∂µ∂ληλ∂µΦ ∼ �∂ληλΦ = 0 (4.66)

because the CKV equation

∂µην + ∂νηµ = 2
n
∂λη

ληµν (4.67)

do imply
�∂λη

λ = 0 (4.68)

for any dimension n 6= 2.
TDiff invariance reduces the number of DOF from 5 to 2, and CKV

seems to kill the massless scalar field (this argument works for any massless
scalar field).

4.1 The coupling to matter

The main argument in favor of considering spin 2 as a candidate theory of
gravitation is the positivity of the classical energy density. It is then natural
to try a coupling for example to a scalar field of the type

Lint ≡ κhµνTµν [φ] = κhµν
(
∂µφ∂νφ−

1
2

(
∂ρφ∂

ρφ− m2

2 φ2
)
ηµν

)
(4.69)

Here κ is a coupling constant with mass dimension -1.
The EM would now read

Kµνρσh
ρσ = κTµν (4.70)

The first member is divergence-free

∂µKµνρσ = 0 (4.71)
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It follows that the second member must also enjoy a vanishing divergence if
the EM are to be consistent. But this is not trie anynore because the scalar
EM have been modified due to the interaction term. The new conserved
canonical energy-momentum tensor is

T can
µν = Tµν + κ

((
hρµ∂ρφ− h∂µφ

)
∂νφ− hαβTαβηµν

)
(4.72)

This means that we should modify the couping accordingly. But in doing so,
we modify again the conserved energy-momentum tensor. There is clearly
an infinite series of terms that we have somewhat to add. There is an
exceedingly clever way of doing it in a fell swoop due to Stanley Deser.
First of all, let us rewrite the Fierz-Pauli lagrangian in first order form as

L ≡ −κh̄µν
[
∂µΓρνρ − ∂ρΓρµν

]
+ ηµν

[
ΓλµρΓ

ρ
νλ − ΓλµνΓρλρ

]
(4.73)

where

h̄µν ≡ hµν −
1
2 h ηµν

Γα[βγ] = 0 (4.74)

The EM are given by

δS

δh̄µν
= −∂ρΓρµν + 1

2 (∂µΓν + ∂νΓµ)

δS

δΓαµν
= ∂αh̄

µν − 1
2
(
δνα∂σh̄

µσ + δµα∂σh̄
νσ
)
− ηµνΓα −

−1
2 (Γµδνα + Γνδµα) + Γνασηµσ + Γµαβη

νβ (4.75)

where

Γµ ≡ Γλλµ
Γµ ≡ ηρσΓµρσ (4.76)

The trace of the h-equation tells us that

∂λΓλ = ∂µΓµ (4.77)

whereas the trace δαµ of the Gamma-equation yields

Γν = ∂σh̄
νσ (4.78)

and taking the trace ηµν

∂αh̄− ∂λh̄λα − nΓα − Γληλα + Γα + Γα = 0 (4.79)
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so that
Γα = − 1

n− 2∂αh̄ (4.80)

and then the full Gamma equation tells us that

− ∂αh̄µν + 1
n− 2∂αh̄ ηµν + Γν,αµ + Γµ,αν = 0 (4.81)

where
Γµ,αβ ≡ ηλµ Γλαβ (4.82)

In terms of the variables hµν this reads

Γν;αµ + Γµ;να = +∂αhµν (4.83)

Cycic permutations are

Γµ;να + Γα;µν = +∂νhαµ
Γα;µν + Γν;αµ = +∂µhνα (4.84)

Summing 1+2-3 yields

Γµ;να = 1
2 (∂νhαµ + ∂αhµ − ∂µhνα) (4.85)

which yields the linear piece of Christoffel’s symbols

Γαµν = 1
2η

αβ (∂µhβν + ∂νhβµ − ∂βhµν) (4.86)

The Deser action enjoys on shell the gauge invariance

δhµν = ∂µξν + ∂νξµ

δΓαβγ = ∂β∂γξ
α (4.87)

(That is the variation of the action is proportional to the EM). The EM are
equivalent to

RLµν [h] = 0 (4.88)

and the linearized Bianchi identities tell us that

∂µR
µν
L = 1

2∂
νRL (4.89)

Now we change again the action. The extra term reads

∆S ≡ −κ
∫
d4x h̄µν

[
ΓλµρΓ

ρ
νλ − ΓλµνΓρλρ

]
(4.90)

The full lagrangian now reads

L ≡ −κh̄µν
[
∂µΓρνρ − ∂ρΓρµν

]
+
(
ηµν − κh̄µν

) [
ΓλµρΓ

ρ
νλ − ΓλµνΓρλρ

]
(4.91)



36 4. THE FIERZ-PAULI SPIN 2 THEORY.

Let is call
ηµν − κh̄µν ≡ fµν (4.92)

and its inverse
fαλf

λβ = δβα (4.93)

so that the lagrangian reads

L ≡ (fµν − ηµν)
[
∂µΓρνρ − ∂ρΓρµν

]
+ fµν

[
ΓλµρΓ

ρ
νλ − ΓλµνΓρλρ

]
(4.94)

The new EM read
δS

δfµν
= Rµν [Γ]

δS

δΓαµν
= ∂αf

µν − 1
2 (δνα∂σfµσ + δµα∂σf

νσ)− fµνΓα −

−1
2 (Γµfνα + Γνfµα ) + Γνασfµσ + Γµαβf

νβ (4.95)

This equations are similar to the ones we solved previously. One gets

Γµαβf
αβ = −∂σfσµ (4.96)

as well as

Γλ = 1
n− 2fαβ∂λf

αβ = − 1
n− 2F

−1∂αF (4.97)

where
F ≡ det fµν (4.98)

The full Gamma equation now reads

∂αf
µν + 1

n− 2f
µνF−1∂αF + Γµσαfνσ + Γνασfσµ = 0 (4.99)

which can be written in the form

∂α
(
fµν F

1
n−2
)

+ Γµσαfνσ F
1

n−2 + Γνασfσµ F
1

n−2 = 0 (4.100)

It is natural to define
gµν ≡ F

1
n−2 fµν (4.101)

so that
fµν = √ggµν (4.102)

Miraculously, the full lagrangian is diff invariant with the measure

d(vol) ≡ √g dnx (4.103)

The equation can again be solved by cyclic permutations, resulting in the
connection taking the Christoffel value
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Γρµν = 1
2g

ρλ (∂µgλν + ∂νgλµ − ∂λgµν) (4.104)

so that
Rµν ≡ Rµν [g] (4.105)

the full nonlinear Einstein equation.
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5

The principle of equivalence
and the space-time manifold.

There is a mistery in Newton’s law of gravitation. The force that a given
body of mass m1 exerts on another body of mass m2 is given by

~F = Gm1m2
~r1 − ~r2
r3

12
(5.1)

where
r12 ≡ |~r1 − ~r2| (5.2)

First of all, if we compare it with the Coulomb force between two electrically
charged objects, with charges q1 and q2, which reads in Gauss units

~F = q1q2
~r1 − ~r2
r3

12
(5.3)

we see immediatly that the masses play the rôle of the charges. The first
difference is that the gravitational charges, that is the active gravitational
masses as we will dub them from now on, are always positive. This a mystery
in Newtonian physics. But if we now want to compute the acceleration that
this force impinges on the particle number two, we should use Newton’s
second law

mi
2̈~r2 = Gmg

1m
g
2
~r1 − ~r2
r3

12
(5.4)

Here we have put mi to indicate that what apppears in Newton’s second
law is the inertial mass whose physical meaning lies in the effectiveness of a
given external force to produce acceleration on that body, which in princi-
ple has nothing to do with the ability of that body to create a gravitational
field, which is proportional to its gravitational charge, id est the active grav-
itational mas, which we have denoted by mg. The experimental fact that
these teo masses are equal

mi = mg (5.5)

39



40 5. THE PRINCIPLE OF EQUIVALENCE AND THE SPACE-TIME MANIFOLD.

means that we can simplify the above equation

~̈r2 = Gmg
1
~r1 − ~r2
r3

12
(5.6)

which now implies that all bodies are subjected to the same acceleration,
independently of their mass. This is one of the more important experiments
in the history of physics. The present experimental limit, due to the Eöt-
Wash group at the university of Washington in Seattle by using a torsion
balance is (in the particular case of berilium and titanium)

η (Be,Ti) ≡ 2

(
mg
mi

)Be
−
(
mg
mi

)Ti

(
mg
mi

)Be
+
(
mg
mi

)Ti ≤ 10−13 (5.7)

This parameter η is usually called the Eötvös parameter, and it should vanish
if the equivalence principle is correct. More information can be easily found
in the home page of theWashington group: http://www.npl.washington.edu/eotwash/

Einstein postulated on this physical basis the strong equivalence princi-
ple, asserting that all physics in a free falling frame is equivalent to physics
in absence of gravitation. This means that at any point in spacetime there
is a reference system in which the laws of special relativity are exactly valid.
This reference system varies from point to point (even in Newtonian grav-
ity).

The great leap forward, one of the biggest intellectual achievements in
the history of mankind taken by Einstein in 1916 is to atribute this to tha
fact that four dimensional spacetime wa not flat as is Minkowski spacetime,
but curved instead, and that the precise amount of curvature was dictated
by some precise equations, the are now denoted as Einstein equations. This
means that spacetime is a curved four dimensional space, what mathemati-
cians call a differential manifold, which looks locally like a flat space. The
prototypical example is a sphere. Locally, as we can assert from everyday
experience, a two-sphere looks like a two-dimensional plane. A point in
spacetime is again represented by four coordinates

xµ ≡
(
x0 ≡ ct, x1, x2, x2

)
(5.8)

We shall represent the three spatial coordinates by

xi i = 1, 2, 3. (5.9)

The metric of the spacetime will then be given by

ds2 = gµνdx
µdxν (5.10)

where the 10 components of the metric tensor gµν(x0, x1, x2, x3) sre to be
determined by the Einstein equations, a set of nonlinear PDE. Since GR
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was discovered, gravitation is expressed in the language of differential ge-
ometry. To speak gravitation, it is necessary to know the language. How
do we characterize the free falling frames? We can call them locally inertial
frames LIF, because in them the standard laws of SR do hold. Now, Lorentz
transformations are linear. This means that coordinates and vectors trans-
form the same way. This is not true anymore when transformations are
nonlinear, which is the case that will concern us when studying the gravita-
tional field in a general setting. This means that LIF can be characterized
by a basis of vectors in the tangent space of the spacetime manifold. When
studying vectors and tensors in general it is useful to consider specific basis,
which in this context, will be called frames. The are many possible frames
in Minkowski space. The canonical one will consist in four unit vector, one
timelike and the other three spacelike.

u2 = 1
e2

1 = e2
2 = e2

3 = −1
u.ei = 0
ei.ej = −δij (5.11)

It is convenient to call u ≡ e0. If we represent in a vary explicit way the
indices, this is

eµa (5.12)

with a = 0, 1, 2, 3 labels the four vectors of the frame, and the contravariant
index indicates that each object is indedeed a four-vector. The orthogpnality
properties then tell us that

ηµνe
µ
ae
µ
b = ηab (5.13)

Any vector in the Minkowski space can be written as

vµ =
∑

vαeµa (5.14)

where
va ≡ vµeµa (5.15)

The position of the indices is material.
The mathematical consequence of the equivalence princliple is that at

each point x ∈ V of spacetime the is such a frame (that will depend on the
point) eµa(x). This defines at each point a 4× 4 matrix, which must not be
singular. This is an essential hypothesis of the whole approach. Let us now
consider the inverse matrix, which we shall call Ebµ

eµa .E
b
µ = δba (5.16)

Now let us consider (
ηabeµae

ν
b

)
Ecνηcd = eµd (5.17)
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Eaµ = gµνe
ν
bη
ab ≡ eaµ (5.18)

From now on, no distinction will be made between the matrices e and E,
because the position of the indices is enough to identify them unambiguously.
It is important to distiguish between latin indices, a, b, c, . . ., which we will
call following Zumino Lorentz indices (sometimes called flat indices, that are
lowered or raised with the flat Minkowski metric ηab, and the greek indices
µ, ν, ρ, . . ., which we will call Einstein indices, or curved indices, lowered or
raised with the spacetime metric, which is precisely the position-dependent
matrix

ηabeµae
ν
b ≡ gµν(x) (5.19)

More on this later.
From the moving frame eµa we define quantities in the frame by projecting

Va ≡ eµaVµ (5.20)

Leibnitz rule implies that

∂µVa = ∂µe
λ
a .Vλ + eλa∂µVλ (5.21)

Given a frame at Tx, ea, any Lorentz-rotated frame with an (point-dependent)
transformation is physically equivalent to it, and in particular gives rise to
exactly the same space-time metric(

e′
)µ
a ≡ L(x)bae

µ
b (5.22)

This stems from the fact that

ηαβ
(
e′
)µ
a

(
e′
)ν
b = ηαβLcaL

d
be
µ
c e
ν
d = ηcdeµc e

ν
d ≡ gµν(x) (5.23)

On the other hand, each of the four vectors in a frame transforms as a vector
under spacetime diffeomorphisms.

5.1 Differential forms.

We shall identify tangent vectors ~v ∈ Tx with directional derivatives of
functions defined at a given point of the manifold

~v(f) ≡ vµ∂µf (5.24)

A particular basis is given by the vectors

∂µ (5.25)

Given an arbitrary function, its differential is defined as df ∈ T ∗x

df (~v) ≡ ~v (f) (5.26)
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Differential forms are antisymmetric linear maps

ω1 : v ∈ Rn → ω(v) ∈ R (5.27)

A local basis is given by
dxa(∂b) = δab (5.28)

ω2 (v, w) ∈ Rn × Rn → ω2(v, w) ∈ R (5.29)

We shall write in local coordinates

α ≡ 1
p!αµ1...µpdx

µ1 ∧ . . . ∧ dxµp (5.30)

It is exceedingly useful to introduce the Kronecker symbol

ελ1...λp
µ1...µp ≡ p! δ

λ1
[µ1
. . . δ

λp
µp]

ερ1...ρp
µ1...µpαρ1...µp = p! αµ1...µp

ελ1...λq
µ1...µqε

µ1...µqσ1...σp
ν1...νp+q = q! ελ1...λqσ1...σp

ν1...νp+q

ελ1...λqρ1...ρp
µ1...µqρ1...ρp = p! ελ1...λq

µ1...µq

ηµ1...µn ≡
√
|g| ε1...nµ1...µn

ηµ1...µn = 1√
|g|

εµ1...µn
1...n

ηλ1...λpλp+1...λnη
λ1...λpµp+1...µn = p! εµp+1...µn

λp+1...λn

∇ρηµ1...µn = 0

d(vol) ≡ ηµ1...µndx
µ1 ∧ . . . ∧ dxµn =

√
|g|dx1 ∧ . . . ∧ dxn

dxµ1 ∧ . . . ∧ dxµn = ηµ1...µnd(vol) (5.31)

To verify these formulas is excellent gymnastics.

• Exterior product. The exterior product of two one-forms yields a two-
form

(ω1 ∧ α1)(v1, v2) ≡ det
(
ω1(v1) α1(v1)
ω1(v2) α1(v2)

)
(5.32)

In the general case, the product of a p-form and a q-form is a (p+q)-
form

(ωk ∧ ωl) (v1 . . . vk+l) ≡
∑
±ωk(vi1 . . . vik)ωl(vik+1 . . . vik+l) (5.33)

A general formula is given by

α ∧ β = 1
p!

1
q! αλ1...λpβµ1...µqdx

λ1 ∧ . . . ∧ dxλpdxµ1 ∧ . . . ∧ dxµq (5.34)
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The basic identity reads

ωp ∧ ωq = (−1)pq ωq ∧ ωp (5.35)

Sometimes we shall write

dxµ1...µp ≡ dxµ1 ∧ . . . ∧ dxµp (5.36)

This means that for every odd degree form

ω2p+1 ∧ ω2p+1 = 0 (5.37)

• Coordinate basis In the basis of the tangent space associated to a local
chart, (xα),

ωk ≡
∑

ι1<...<ιk

ωι1...ιkdx
ι1 ∧ . . . ∧ dxιk (5.38)

• Exterior differential The differential of a function is given by a one-
form

df ≡
∑

∂afdx
a (5.39)

In the general case, the differential of a p-form is a (p+1)-form

dω ≡
∑

ι1<...<ιk

dωι1...ιk ∧ dx
ι1 ∧ . . . ∧ dxιk (5.40)

A general formula can also be given

(dα)µ0µ1...µp
≡ 1

(p+ 1)! ε
λ0λ1...λp
µ0µ1...µp∂λ0αλ1...λp (5.41)

The uselfuness of exterior calculus stems essentially from the basic fact
that

d2 = 0 (5.42)

It is also a fact that the graded Leibnitz rule holds, id est,

d (αp ∧ βq) = dαp ∧ βq + (−1)pαp ∧ dβq (5.43)

• Hodge The Hodge operator maps p-forms into (n-p)-forms. It is de-
fined by

(∗α)µp+1...µn
≡ 1
p! ηµ1...µnα

µ1...µp (5.44)

Its square depends on the dimension of spacetime as well as on the
degree of the form

∗2 = (−1)p(n−p) (5.45)
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In four dimensions (actually, in any even dimension)

∗2 = (−1)p (5.46)

In three-dimensions it is always +1

∗2 = +1. (5.47)

The exterior codifferential is the adjoint of the exterior differential

(α, δβ) ≡ (dα, β) (5.48)

It is given by
δ ≡ (−1)p ∗−1 d∗ (5.49)

It is possible to give a simple formula

(δα)ρ1...ρp−1
= − 1

p! ε
µ1...µp
νρ1...ρp−1∇

ναµ1...µp (5.50)

The interior product of a p-form and a vector, X, is the (p-1)-form
given by

(i(X)ω) (v1 . . . vp−1) ≡ ωp (X, v1 . . . vp−1) (5.51)

• Stokes’ theorem We start from the properties of the volume defined
by an elementary cell of R3

– It vanishes if the vectors are linearly dependent.
– It stays the same when we add to a given vector a linear combi-

nation of the other vectors.
– Depends in a linear way on all vectors.

Al these properties are enjoyed by the elementary formula

V =
∑

εijkv
i
1v
j
2v
k
3 = η (~v1, ~v2, ~v3) (5.52)

where the volume element is defined by

η ≡ dx1 ∧ dx2 ∧ dx3 (5.53)

This leads in a natural way to define volumes through intagration

∫
∂V
ω =

∫
V
dω (5.54)

The classical theorems of Gauss, Stokes and the divergence are but
particular instamces of this. For example∫

S2
dA1 =

∫
C1≡∂S2

A1 (5.55)
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If A1 is a 1-form of R3

A1 ≡ Aidxi (5.56)

then
dA2 = 1

2 (∂iAj − ∂jAi) dxi ∧ dxj (5.57)

It is customary to define the rotational or curl as

(rotA)i ≡ εijk∂jAk (5.58)

The surface integral∫
S
dA2 =

∫
S

1
2 (∂iAj − ∂jAi) dxi ∧ dxj = (5.59)

It is customary to define

nidS ≡ 1
2 εijkdx

j ∧ dxk (5.60)

so that ∑
i

(rotA)i nidS =
∑
jk

(∂jAk − ∂kAj) dxj ∧ dxk (5.61)

and we recover Stokes’original theorem∫
S

~rot ~A ~n dS =
∫
∂S

~A d~x (5.62)

Let us now apply it to ∫
V3
dω2 =

∫
∂V3

ω2 (5.63)

Write
ω2 ≡

1
2 ωijdx

i ∧ dxj (5.64)

so that
dω2 ≡

1
2∂kωijdx

k ∧ dxi ∧ dxj = 1
2 ∂kωijε

kijdV (5.65)

Now we define the dual one-form

Ωidx
i ≡ (∗ω2)1 ≡

1
2 εijkωjk (5.66)

then
dω2 = ∂kΩk ≡ div~Ω (5.67)

and we recover Gauss’divergence teorem∫
V
div ~Ω dV =

∫
∂V

~Ω ~n dS (5.68)

Many other examples can be found for example, in Flanders’book



5.1. DIFFERENTIAL FORMS. 47

• Lie derivative The Lie derivative of a function is defined as the direc-
tional derivative

~v(f) = £(~v)f (5.69)

The Lie derivative of a one-form is defined in a natural way.

£(~v)df ≡ d~v(f) (5.70)

This definition extends to a general case simply by postulating that
Leibnitz’ rule holds true

£(~v)aadξa = (£(~v)aa)dξa + αa£(~v)dξa (5.71)

In the case of vectors we use the dual application

£(~v)〈α, ~X〉 = 〈£(~v)α, ~X〉+ 〈α,£(~v) ~X〉 (5.72)

It is a fact that

£( ~X)~Y = [ ~X, ~Y ]
£( ~X) = i( ~X)d+ di( ~X) (5.73)

• Diffeomorfisms An active diffeomorphism

ξ : x ∈M → y = ξ(x) ∈M (5.74)

Acting on vectors, given g : y → R, then g ◦ ξ : x→ R and v ∈ Tx, we
define a different vector ξ∗v ∈ Ty through

ξ∗(v)(g) ≡ v(g ◦ ξ) (5.75)

In a local coordinate basis

(ξ∗v)µ(y) = vρ∂ρξ
µ(x) (5.76)

Given a one-form ω ∈ T ∗y we define another form ξ∗ω ∈ Tx through

ξ∗ω(v) ≡ ω(ξ∗v) (5.77)

In a local coordinate basis

(ξ∗ω)α(x) = ωµ(y)∂αξµ(x) (5.78)

If it were a 2-form
(ξ∗ω) (v, w) = ω (v, w) (5.79)

that is
(ξ∗ω)αβ (x) = ωµν(y)∂αξµ∂βξν (5.80)
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5.2 Particle motion in external gravitational fields.

It is natural to postulate that the action for an otherwise free particle moving
in an external (background) gravitational field will be given by

S ≡ −mc
∫
γ
ds = −mc

∫
γ

√
gµν ẋµẋνdλ (5.81)

where the ds is the pseudo-riemannian element of length as given by the
metric. The integral is extended over the parameterized curve γ

xµ = xµ(λ) (5.82)

and we have denoted by
ẋµ ≡ dxµ

dλ
(5.83)

In the timelike case we can normalize the tangent vector

uµ ≡ ẋµ√
ẋ2

(5.84)

The extrema of the action are by definition the geodesics of the manifold.
We get

δS = −mc
∫
dλ {∂ρgµνδxρẋµẋν + 2gµν ẋµδẋν} = −mc

∫
dλ δxρ

{
∂ρgµν ẋ

µẋν − (∂λgµρ + ∂µgλρ) ẋλẋµ − 2gµρẍµ
}

(5.85)

Expressed in the form of four ordinary differential equations for the four
functions of one variable xµ(s) they read

d2xµ

ds2 + Γµαβ
dxα

ds

dxβ

ds
= 0 (5.86)

Here the Christoffel symbols are given by

Γλ,µν ≡ gλρΓρµν ≡ gλρ
1
2g

ρσ (−∂σgµν + ∂µgνσ + ∂µgνσ) (5.87)

The Christoffel symbols are in a sense the gauge field associated to diffeo-
morphisms, that is, given a vector

V µ′(x′) ≡ ∂xµ
′

∂xρ
V ρ (x) (5.88)

It is obvious that
∂αV

µ (5.89)
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does not transform as a tensor unless the diffeomorphism is a linear one.
Then the gauge fields are defined in such a way that

∇ρV µ ≡ ∂ρV µ + Γµρσ V σ (5.90)

does transform as a tensor, that is

∇ρ′V µ′(x′) = ∂xσ

∂xρ′
∂xµ

′

∂xλ
∇σV λ (5.91)

This yields immediatly the transformation properties of the connection,
that is

Γµ
′

ρ′λ′
∂xλ

′

∂xλ
+ ∂2xµ

′

∂xλ∂xσ
∂xσ

∂xρ′
= ∂xσ

∂xρ′
∂xµ

′

∂xδ
Γδσλ (5.92)

Because of the inhomogeneous term the Christoffel symbols are NOT ten-
sors. Thay are connections, that is, gauge fields. It is useful exercise to
check at least the the Christoffel symbols are a solution of these equations.
Actually they are the unique solution involving the metric tensor alone.

It is also useful to check that for covariant tensors.

∇µων ≡ ∂µων − Γλµνωλ (5.93)

Using this formula, it is plain to check that the metric is covariantly constant

∇αgβγ = ∂αgβγ − Γλαβgλγ − Γλαγgλβ = 0 (5.94)

The analogous to the field strength tensor for gauge theories is the Riemann-
Christoffel tensor

Rµ ναβ ≡ ∂αΓµαβ − ∂βΓµνα + ΓµσαΓσνβ − ΓµσβΓσνα (5.95)

The Ricci tensor is defined by contracting indices

Rµν ≡ Rλ µλν (5.96)

The Riemann tensor is, by construction, antisymmetric in the first two in-
dices, and also in the last two indices; and is symmetric to the interchange
of the first couple of indices by the second couple of indices. It obeys also
the identity

Rµ αβγ +Rµ γαβ +Rµ βγα = 0 (5.97)

This leaves
n2(n2 − 1)

12 (5.98)

independent components (20 in n=4 dimensions).
There are also some differential identities, the Bianchi identities

∇αRµ νβγ +∇γRµ ναβ +∇βRµ νγα = 0 (5.99)
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Contracting δβµ
∇αRνγ −∇γRνα +∇µRµ νγα = 0 (5.100)

Contracting again gνα

∇αRαγ −∇γR+∇µRµγ = 0 (5.101)

We shall derive most of these equations in a short while. Many useful formu-
las of tensor calculus are to be found in Eisenhart’s book, still indispensable.

Also very useful are the Ricci identities that state that

[∇α,∇β]ωγ = Rαβγδ ω
δ (5.102)

This can actually be taken as the definition of the Riemann tensor, as is
done in many books.

All this means that the geodesic equations can be written as

uµ∇µuα = 0 (5.103)

where the four-velocity of the massive particle is given by

uα ≡ dxα

ds
(5.104)

This allows us to identify the nonrelativistic limit, in which the action must
reduce to

S = −mc
∫ (

c− v2

2c + Vg
c

)
dt (5.105)

Where Vg is the gravitational potential. This means that we have to identify
in this limit

ds2 =
(
c2 + 2Vg

)
dt2 − dl2 (5.106)

where
v ≡ dl

dt
(5.107)

This leads to the identification of the newtonian potential in the limit

g00 = 1 + 2Vg
c2 (5.108)

Proper times at different places obey

dτ = 1
c

√
gµνdxµdxν (5.109)

Frequencies (corresponding to atomic transitions) obey the inverse law. If
the emitting object is a rest

ω1
ω2

=
√
g2

00
g1

00
∼ 1 +

V 2
g − V 1

g

c2 (5.110)
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If the atom is raised over a height h over the Earth surface

Vg ∼ −
GM

h+R⊕
(5.111)

ω(h)
ω(0) ∼ 1− GM

c2R⊕
+ GM

c2 (R⊕ + h) ∼ 1− GM

c2R⊕
+ GM

c2R⊕

(
1− h

R⊕

)
=

= 1− GM

c2R2
⊕
h (5.112)

This makes sense from the photon viewpoint. It costs energy for the photon
to get out of the gravitational potential; the atome raised at the height h
has less gravitational energy to fight upon. This is a generic prediction of
GR, independent of the equations of motion, and was as such realized by
Einstein. It was experimentally verified by Pound and Rebka in 1960 in a
laboratory experiment. Please google it for recent experiments.

5.3 The Space-Time Manifold. Moving Frames.

As a matter of principle, let us discuss the different types of connections that
can exist in a manifold, following the excellent reference [4]. First of all, there
are general connections on vector bundles, what physicists understamd as
gauge fields. In the particular case when the vector bundle is the tangent
bundle of a manifold, those are the affine connections. Closely related is the
frame bundle, the set of all frames in the tangent space at each point of the
manifold. Namely, in a local chart

~ea ≡ eµa∂µ (5.113)

The determinant of the matrix eµa 6= 0.
The corresponding coframe is defined by

ea ≡
(
e−1

)a
µ
dxµ (5.114)

where (
e−1

)a
µ
eµb ≡ δ

a
b (5.115)

When there is a metric in the manifold, it makes sense to choose orthonor-
malized frames, and to study whether the connection is compatible with
orthonormalization. This last case is the one of interest in general relativity
and its natural extensions. Namely

~ea.~eb = ηab (5.116)

We claim that (
e−1

)a
µ

= ηabgµνe
ν
b (5.117)
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Indeed (
ηabgµνe

ν
b

)
eσa ≡ eaµeσa ≡ Jσµ (5.118)

JσµJ
µ
λ = Jσλ = δσλ (5.119)

It follows that
eaµeaν = gµν (5.120)

The gravitational field is then represented in GR as the fact that the
spacetime metric

da2 = gµν(x) dxµ dxν (5.121)

is not flat; to the extent that it differs from the flat metric, it indicates the
presence of a gravitational field. At each point there are tensors (or spinors)
that represent physical observables. For example, the energy momentum
tensor

Tµν(x) (5.122)

This tensor live in the tangent space; the set of all tangent spaces of the
manifold is the tangent bundle. A frame is a basis of the tangent vector
space at a given point of the space-time manifold. This four vectors are
represented by

~e ≡ eµa∂µ (5.123)

where the index a = 0, 1, 2, 3 labels the four different vectors. The simplest
possibility is to choose one of them timelike (this is the one labeled ~e0) , and
the other three spacelike. Furthermore, they can be normalized in such a
way that

gµνe
µ
ae
ν
b = ηab (5.124)

This is the reason why latin indices are dubbed Lorentz indices, whereas
the ordinary spacetime indices are called Einstein indices. Such a frame is
precisely a LIF (where FREFOS live) and the physical observables measured
in the LIF are simply

Tab ≡ Tµν eµaeνb (5.125)

The determinant of e considered as a matrix cannot vanish. We can then
define the coframe made out of the dual one-forms

ea (~eb) ≡ eaµe
µ
b = δaβ (5.126)

When indices are put in place, this is equivalent to computing the inverse
matrix

eaµe
µ
b ≡ δ

a
b

eaµe
ν
a = δνµ (5.127)

From the normalization condition

gµνE
µ
aE

ν
b = ηab
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and multiplying both members by the dual form eaσ

⇒ eaµ = gµνη
abeνb

This means that the dual form is simply the frame with the Einstein indices
lowered with the spacetime metric, and the Lorentz indices raised with the
Lorentz metric. Following most physicists we shall represent both the frame
and the coframe with the same letter, although when neccessary we will
indicate explicitly its nature, as in

~ea ≡ eµa∂µ
ea ≡ eaµdxµ (5.128)

The parallel propagator is defined once frames at different points are
selected by some mechanism

gα β′(x, x′) ≡ eαa (x)eaα′(x′) (5.129)

Then physical quantities at different points are related through

Aα(x) ≡ gα β′(x, x′)aα
′(x′) (5.130)

For n-dimensional spheres in stereographic coordinates

ds2 = Ω2 δµνdx
µdxν (5.131)

where
Ω ≡ 1

1 + x2

4L2

(5.132)

and the coframe is defined by

eaµ = Ωδaµ (5.133)

in such a way that the frame itself is given by

eµa = 1
Ωδ

µ
a (5.134)

The Sn Christoffels read

Γαβγ = Ωβ

Ω δαγ + Ωγ

Ω δαβ −
Ωα

Ω δβγ (5.135)

Under a local Lorentz transformation

~ea′ = La′
b(x)~eb (5.136)

eµa(x) is a nonsingular square n× n matrix. The commutators are given by

[~ea, ~eb] = Ccab~ec
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It is a fact that

dea = ∂[µe
a
ρ]dx

ρ ∧ dxµ = 1
2
(
∂µe

a
ν − ∂νeaµ

)
dxµ ∧ dxν = 1

2
(
∂µe

a
ν − ∂νeaµ

)
eµc e

ν
de
c ∧ ed =

= 1
2
(
ec(eaν)eνd − ed(eaµ)eµc

)
ec ∧ ed = 1

2
(
ed(eµc )eaµ − eaνec(eνd)

)
ec ∧ ed =

= 1
2 [~ed, ~ec]µ eaµ ec ∧ ed = −1

2C
a
cd e

c ∧ ed (5.137)

To be specific, the structure constants read

Ccab = ecµ

(
eλa∂λe

µ
b − e

λ
b ∂λe

µ
a

)
= ecµ

(
eλa∇λe

µ
b − e

λ
b∇λeµa

)
(5.138)

(The Christoffels cancel when taking the antisymmetric part). In our Sn
example,

Ccab = Ωb

Ω2 δca −
Ωa

Ω2 δcb (5.139)

Under a local Lorentz transformation the vierbein transforms as

ea
′ = La b(x)eb (5.140)

This is not true of the derivatives of the vierbein, dea, owing to the term
in dLa b . We would like to introduce a gauge field (connection) in the LIF,
the so called spin connection, such that the two-form

Dea ≡ dea + ωa b ∧ eb (5.141)

transforms as
(Dea)′ = La bDe

b (5.142)
For this to be true we need

d
(
La be

b
)

+
(
ω′
)a

b ∧
(
Lb ce

c
)

= La b
(
deb + ωb c ∧ ec

)
(5.143)

This is equivalent to

dLa b ∧ eb +
(
ω′
)a

b ∧ Lb cec = La bω
b
c ∧ ec (5.144)

which is kosher provided

dLa c +
(
ω′
)a

bL
b
c = La bω

b
c (5.145)

Lorentz transformations are such that

LacLad = δcd = LcaLda (5.146)

Finally we get the transformation law for the gauge field(
ω′
)a

d = La b ω
b
c Ld

c − dLa cLd c (5.147)

At the linear level,
Lab ≡ ηab + λab (5.148)

δωa bµ = −∂µλa b + [λ, ωµ]a b (5.149)
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• Assume now a field transforming with a given representation of the
tangent group, say

ψ → D(L)ψ ≡ (1 + d(λ))ψ (5.150)

δφi = 1
2λ

ab (Σab)i jφj

where the Σ represent the algebra of SO(n)

[Σab,Σcd] ≡ Cab,cd efΣef = Σadηbc + Σbcηad − Σacηbd − Σbcηac

For a Dirac spinor, for example,

Σab ≡
1
2γab ≡

1
4[γa, γb]

The representation that we were implicitly using until now is the fun-
damental of SO(n)

dF (ωµ)ab ≡ ω
c
dµ

(
Tc

d
)a

b (5.151)

where (
Tc

d
)a

b ≡
1
2
(
δac δ

d
b − δcbδda

)
(5.152)

as well as
dF (λ) = λab (5.153)

In ths new language

δdF (ωµ)a b = −∂µdF (λ)a b +
[
dF (λ) , dF (ωµ)

]a
b (5.154)

and this relationship clearly goes through in any representation. Please
note that the adjoint operators also obey

[Σ+
ab,Σ

+
cd] ≡ −Cab,cd

efΣ+
ef = −Σ+

adηbc − Σ+
bcηad + Σ+

acηbd + Σ+
bcηac

Define the covariant derivative as

∇Tµψ ≡ ∂µψ + Ωµψ (5.155)

where Ω is a matrix in the representation considered. We demand that(
∇Tµψ

)′
= ∂µ (D(L)ψ) + Ω′µD(L)ψ

= D(L)∇Tµψ = D(L) (∂µψ + Ωµψ) (5.156)

The condition for that to be true reads

Ω′µ = D(L)ΩµD
−1(L)− ∂µD(L)D−1(L) (5.157)
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At the linearized level

δΩµ = [d(λ),Ωµ]− ∂µd(λ) (5.158)

This is obeyed by
Ωµ ≡ d (ωµ) (5.159)

• Knowing that the quantity ψ̄ψ is a Lorentz scalar, it has got to be
true that

Dµψ.ψ = ∂µ
(
ψ.ψ

)
(5.160)

This fact determines uniquely

Dµψ ≡ ∂µψ − ωabµ ψΣab (5.161)

in contradistinction to

Dµψ ≡ ∂µψ + ωabµ Σabψ (5.162)

In fact, from
δψ = 1

2 (ω.Σ)ψ (5.163)

we deduce that
δψ+ = 1

2ψ
+
(
ω.Σ+

)
(5.164)

and then
δψ = 1

2ψ
(
γ0ω.Σ+γ0

)
= −1

2ψ (ω.Σ) (5.165)

because
Σ+
ab = −γ0Σabγ0 (5.166)

• We have just seen this to be valid for any field living in the LIF that
transforms with a representation of the Lorentz group. But any field
can be so represented. For example, a vector field, V µ is projected on
the LIF by a FREFO as V a ≡ eaµV µ. We want that its Lorentz covari-
ant derivative is also the projection of Einstein’s covariant derivative,
that is

∇Lµ (V a) ≡ ∂µV a + ωa bµV
b = eaρ

(
∇Eµ V

)ρ
≡ eaρ

(
∂µV

ρ + ΓρµσV σ
)

(5.167)
This physical requirement determines the relationship between Lorentz
and Einstein connections; otherwise, those two connections could be
completely independent.

ωa bσ = eaλΓλµσe
µ
b − e

ρ
b∂σe

a
ρ (5.168)
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Using the known formula for the Christoffel’s symbols, this leads after
a few manipulations, to

ωab|c ≡ ωabµeµc = 1
2

{
ebµ (∂aeµc − ∂ceµa) + ecσ (∂aeσb − ∂beσa) + eaσ (∂ceσb − ∂beσc )

}
=

= 1
2

{
ebµCac

deµd + ecσCab
deσd + eaσCcb

deσd

}
= 1

2

{
Cac|b + Cab|c + Ccb|a

}
(5.169)

Please note that the structure constants are not totally antisymmetric
in general. Nevertheless

ωab|c = −ωba|c (5.170)

• It is a fact (confer [25]) that the torsion can be defined through the
connection ωab by

dea + ωab ∧ eb ≡ T a ≡
1
2T

a
bce

b ∧ ec

In geberal we can define the non-metricity through

∇aηbc ≡ −Qbca (5.171)

Demanding that the tangent metric is covariantly constant we learn
that

∇aηbc ≡ eµa∇Lηbc = 0 = eµa

(
−ωdµbηdc − ωdµcηdb ≡ −ωµ|bc − ωµ|cb

)
(5.172)

When the torsion vanishes, and in tensor form

∂ρe
a
σ − ∂σeaρ + ωa bρe

b
σ − ωa bσebρ = 0 (5.173)

it follows that

ωad|c − ωac|d = (∂ρeaσ − ∂σeaρ) eσdeρc ≡ ea (∂d~ec − ∂c~ed) =
= eaCdc

u~eu = Cdc|a (5.174)

where we have used the fact that

~eb∂cea = −ea∂c~eb (5.175)

This means that the torsion-free condition completely determines the
antisymmetric part of the connection. One often is interested in the
case when the connection lies in the Lie algebra of a simple group. For
example, if ωµ ∈ SO(n))

ωµ|ab = −ωµ|ba (5.176)
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For spheres we have

ωa|bc = 1
2

(Ωc

Ω2 δab −
Ωb

Ω2 δac

)
(5.177)

2ωµ|ab = Ωb

Ω δµa −
Ωa

Ω δµb =
(Ωb

Ω δaµ + Ωµ

Ω δab −
Ωa

Ω δbµ

)
− Ωµ

Ω δab

(5.178)

We see that this is equivalent to our physical postulate of FREFOs
and FIDOS. The curvature of the connection is defined through

dωab + ωac ∧ ωcb ≡ Ra b ≡
1
2R

a
bcde

c ∧ ed

It is asy to check that this a true Lorentz tensor; that is, under a local
Lorentz transformation

Rab → La cR
c
dLb

d (5.179)

This leads immediately to Bianchi identities

dT a = dωab ∧ eb − ωab ∧ deb = (Rab − ωac ∧ ωcb) ∧ eb − ωab ∧ (T b − ωbc ∧ ec) =
= Rab ∧ eb − ωab ∧ T b

dRab = dωac ∧ ωcb − ωac ∧ dωcb =
(Rac − ωad ∧ ωdc ) ∧ ωcb − ωac ∧ (Rcb − ωcd ∧ ωdb ) = Rac ∧ ωcb − ωac ∧Rcb (5.180)

For a Levi-Civita connection the algebraic Bianchi identity in a natural
basis reads

Rab ∧ eb = 0 = 1
2R

a
bµνe

b
λdx

µνλ (5.181)

In gory detail

Rα [λµν] = 0 = Rα λµν +Rα µνλ +Rα νλµ (5.182)

Clever use of this identity allows to prove that

Rαβγδ = Rγδαβ (5.183)

Let us see it. We start with

Rαλµν +Rαµνλ +Rανλµ = 0
Rλαµν +Rλναµ +Rλµνα = 0 (5.184)

Substracting

2Rαλµν +Rαµνλ +Rανλµ −Rλναµ −Rλµνα = 0 (5.185)
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The same equation with the indices interchanged

(αλ)→ (µν) (5.186)

2Rµναλ +Rµαλν +Rµλνα −Rνλµα −Rναλµ = 0 (5.187)

conveys the fact that
Rµναλ = Rαλµν (5.188)

We have then a symmetric tensor RIJ where each index is in the
antisymmetric [αβ] (that is, D ≡ n(n−1)

2 values). This yields

D(D + 1)
2 −

(
n

4

)
= n2(n2 − 1)

12 (5.189)

(we withdraw
(n

4
)
because of the algebraic Bianchi identity) indepen-

dent components. Id est, 20 in n=4 dimensions. The differential iden-
tity in a natural basis reads

∇[αR
µ
βγδ] ≡ ∇αR

µ
βγδ +∇γRµ βδα +∇δRµ βαγ = 0 (5.190)

where the overline on an index means that this particular index is
absent from the antisymmetrization. Now

∇[αR
µ
βγδ] ≡ ∂[αR

µ
βγδ] + Γµ[ασR

σ
βγδ] − Γσ[αβR

µ
σγδ] − Γσ[αγR

µ
βsσδ] − ΓσαδRµ βγσ] =

= ∂[αR
µ
βγδ] + Γµ[ασR

σ
βγδ] − Γσ[αβR

µ
σγδ] (5.191)

Using the relationship between ωabµ and Γαβµ derived above we are done.
On the other hand

∂αR
µ
βγδ = ∂α

(
eµae

b
βR

a
bγδ

)
= (∂αeµa) ebβRa bγδ+eµa

(
∂αe

b
β

)
Ra bγδ+eµaebβ∂αRa bγδ

(5.192)
It is a fact of life that

∇ea(eb) ≡ Γcabec
T abc = Γabc − Γacb − Cabc
Rab,cd = EcΓadb − EdΓacb + ΓedbΓace − ΓecbΓade − CecdΓaeb (5.193)

5.4 Commuting Spinors.

It is sometimes useful to take advantage of the fact that the Lorentz group
and the group of unit-determinant complex two-dimensional matrices are
simply related

SO(1, 3) ∼ SL(2,C)/Z2 (5.194)
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It works at follows. To any vector va∂a ∈ T (M) we map the two-dimensional
hermitian matrix ṽ = ṽ+

v → ṽ ≡
(
v00̇ v10̇

v01̇ v11̇

)
≡
(
v0 + v3 v1 − iv2

v1 + iv2 v0 − v3

)
(5.195)

Clearly
det ṽ = v2 ≡ v2

0 −
∑

v2
i (5.196)

This means that the transformations that preserve the determinant of the
two dimensional matrix, as well as its hermitian character are equivalent to
Lorentz transformations. Those are precisely the SL(2,C transformations

M →MṽM+ (5.197)

We now introduce spinors as elements of a two dimensional complex space
S which transform under the (1/2, 0) representation of the group SL(2,C)
as

ψA →MA
Bψ

B (5.198)

Elements of the dual space S∗ are denoted by ξA so that

ξ(ψ) ≡ ξAψA (5.199)

The symplectic structure is denoted by

[ψ, η] ≡ εABψAηB (5.200)

where εAB = −εBA. Spinors in the (0, 1/2) are dubbed dotted spinors and
transform with the comjugate matric

χ̄A
′ → (M∗)A′ B′ χ̄B

′ (5.201)

In GR it is computationally convenient to define spinors as commuting ob-
jects. This means that

εABψ
AψB = 0 (5.202)

This is inconsistent with the classical (~→ 0) limit of quantum field theory,
which yields anticommuting spinors. These spinors are best looked instead
at as a tool to perform computations which are essentially bosonic in char-
acter rather than as fundamental fields in the theory.

The Levi-Civita tensor defines in formal terms a symplectic structure
which in turn defines the determinant of the two-dimensional matrix through

εABM
A
CM

B
D = det MεCD (5.203)

It also defines a natural (NW/SE) isomorphism between S and S∗

ξA = ξBεBA (5.204)
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Owing to the fact that spin space is two-dimensional, the Jacobi identity
follows

εA[BεCD] = 0 (5.205)

It is convenient to define the dual object with a minus sign in it

εAB = −
(
ε−1
)AB

(5.206)

This is so because consistency of

ξC = εCBξB = εCBξDεDB (5.207)

demands
εCBεAB = δC A (5.208)

It is worth remarking that

εC
A = εABεCB = −εABεBC = −εA C (5.209)

The equivalent of a vierbein is now a spin basis that consists of two spinors,

[◦ι] ≡ εAB ◦A ιB = 1 (5.210)

Then it is easy to check that

εAB = ◦AιB − ιA◦B (5.211)

Given a spin basis (◦, ι) there is a associated Newman-Penrose (NP) null
tetrad

lα ≡ ◦A◦̄A′

nα ≡ ιAῑA′

ma ≡ ◦AῑA′

m̄a ≡ ιA◦̄A′ (5.212)

It is plain that
lan

a = −mam̄a = 1 (5.213)

A useful fact is that only symmetric spinors matter, so that for example

τAB = τ(AB) + 1
2εABτC

C (5.214)

The tangent matric is given by

gABA′B′ = εABεA′B′ = lαnβ + lβnα −mαm̄β −mβm̄α (5.215)

It is a fact of life that

εABεA′B′ = ηabσ
a
AA′σ

b
BB′ (5.216)
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where the Infeld-van der Waerden symbols are given by the Pauli matrices

σAA
′

a ≡ 1√
2
σa (5.217)

where
σa = (1, σi) (5.218)

Then
σaA′A ≡

1√
2

(1,−σi) (5.219)

because

σaA′A = εB′A′εBAσ
B′B
a = (iσ2σa (−iσ2))T = σ2σ

T
a σ2 = (1,−~σ) (5.220)

We have
va = σaAA′v

AA′ (5.221)

In particular

εABεA′B′σ
AA′
a σBB

′
b = i

2 tr σT2 σaiσ2σ
T
b = 1

2tr σ2σaσ2σ
T
b = 1

2tr σ
T
a σ

T
b = ηab

(5.222)
using the magic of Pauli matrices

σTi = −σ2σiσ2 (5.223)

as well as
{σi, σj} = 2δij (5.224)

which implies
tr σiσj = 2δij (5.225)

The Riemann tensor written in spinor language reads

RABCDA′B′C′D′ = εA′B′εC′D′
(
ΨABCD − 2ΛεA(CεD)B

)
+ εA′B′εCDΦABC′D′ +

εABεCD
(
ΨA′B′C′D′ − 2Λ̄εA′(C′εD′)B′

)
+ εABεC′D′ΦA′B′CD (5.226)

where the Bianchi identity implies that

Λ = Λ (5.227)

and Φ is hermitian. Besides, the traceless piece of Riemann’s tensor, dubbed
the Weyl tensor (to be precisely defined in a moment) reads

Wµνρσ = ΨABCDεA′B′ + ΨA′B′C′D′εABεCD (5.228)



5.5. CONFORMAL INVARIANCE. 63

and the traceful piece, the Ricci tensor

Rµν = RABA′B′ = −2ΦABA′B′ + 6ΛεABεA′B′ = −2Φµν + 6Λgµν (5.229)

where the traceless Ricci is given by

− 2Φµν ≡ Rµν −
1
4Rgµν (5.230)

Finally
R = 24Λ (5.231)

The tracefree part of the Ricci tensor can be decomposed as

Φ00 ≡ ΦABA′B′ ◦A ◦B ◦̄A
′ ◦̄B′

Φ01 ≡ ΦABA′B′ ◦A ◦B ◦̄A
′
ῑB
′

Φ02 ≡ ΦABA′B′ ◦A ◦B ῑA
′
ῑB
′

Φ10 ≡ ΦABA′B′ ◦A ιB ◦̄A
′ ◦̄B′

Φ11 ≡ ΦABA′B′ ◦A ιB ◦̄A
′
ῑB
′

Φ12 ≡ ΦABA′B′ ◦A ιB ῑA
′
ῑB
′

Φ20 ≡ ΦABA′B′ι
AιB ◦̄A′ ◦̄B′

Φ21 ≡ ΦABA′B′ι
AιB ◦̄A′ ῑB′

Φ22 ≡ ΦABA′B′ι
AιB ῑA

′
ῑB
′ (5.232)

There are 9 complex quantities such that

Φab = Φba (5.233)

which yield
9 = 10− 1 (5.234)

real quantities. Also, the ten components of the Weyl tensor can be packed
into five complex scalars defined as

Ψ0 ≡ ΨABCD ◦A ◦B ◦C ◦D

Ψ1 ≡ ΨABCD ◦A ◦B ◦C ιD

Ψ2 ≡ ΨABCD ◦A ◦BιCιD

Ψ3 ≡ ΨABCD ◦A ιBιCιD

Ψ4 ≡ ΨABCDι
AιBιCιD (5.235)

5.5 Conformal invariance.

Under a Weyl rescaling
g̃αβ ≡ e2σgαβ (5.236)
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where σ(x) is a function of the space-time point, the Riemann tensor trans-
forms as

e−2σ R̃αβγδ = Rαβγδ + gαδσβγ + gβγσαδ − gαγσβδ −
−gβδσαγ + (∇σ)2 (gαδgβγ − gαγgβδ) (5.237)

where
σαβ ≡ ∇β∇ασ −∇ασ∇βσ (5.238)

The Ricci tensor transforms as

R̃βγ = Rβγ − (n− 2)σβγ −
(
∆σ + (n− 2)(∇σ)2

)
gβγ (5.239)

The curvature scalar

e2σR̃ = R− 2(n− 1)∆σ − (n− 2)(n− 1)(∇σ)2 (5.240)

By eliminating ∆σ from the last couple of equations, and thel plugging the
resulting value of σαβ in the equation for the Riemann tensor we learn that
the so called Weyl tensor

Wαβγδ ≡ Rαβγδ−
1

n− 2 (gαγRβδ − gαδRβγ − gβγRδα + gβδRγα)+ 1
(n− 1)(n− 2)R (gαγgδβ − gαδgγβ)

(5.241)
is such that

W̃α
βγδ = Wα

βγδ (5.242)

The Weyl tensor has exactly the same symmetries of the Riemann tensor.
The only possible trace would be

Wβγ ≡W λ
βλγ = Rβγ−

1
n− 2 ((n− 2)Rβγ +Rgβγ)+ 1

(n− 1)(n− 2)R (ngβγ − gβγ) = 0

(5.243)
and it vanishes identically. This means that the necessary (also sufficient)
condition for a manifold (of dimension bigger than three) to be conformally
flat is that its Weyl tensor vanishes.

In three dimensions

Rαβγδ = gαγRβδ − gαδRβγ − gβγRδα + gβδRγα −
R

2 R (gαγgβδ − gαδgβγ)
(5.244)

so that Weyl’s tensor vanishes identically and yields no information.
It is useful to consider the Schouten tensor defined as

Kµν ≡
1

n− 2

(
Rµν −

1
2(n− 1)Rgµν

)
(5.245)

which is such that
K = 1

2(n− 1) R (5.246)
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as well as
∇µKµν = 1

2∇
νR (5.247)

The Weyl tensor is simpler when expressed in terms of Schounten’s

Wαβγδ ≡ Rαβγδ − (gαγKβδ − gαδKβγ − gβγKδα + gβδKγα) (5.248)

The differential Bianchi identity tells us that

∇εWαβγδ+∇δWαβεγ+∇γWαβδε = gαγCβεδ+gαδCβγε+gβγCαδε+gβδCαγε+gβεCαγδ+gαεCβδγ
(5.249)

The antisymmetrized covariant derivative of the Schounten tensor is the
Cotton tensor

Cαρσ ≡ 2∇[σKρ]α (5.250)

It is a fact that
Cα ασ = 0 (5.251)

as well as
∇λWλβγδ = (3− n)Cβγδ (5.252)

Under a Weyl rescaling,

C̃αβγ = Cαβγ + (n− 2)∂λδW λ
βγα (5.253)

Remembering that in three dimensions the Weyl tensor vanishes, we learn
that the vanishing of the Cotton tensor is the necessary and sufficient con-
dition for a three dimensional manifold to be conformally flat.

In two dimensions all manifolds are conformally flat, baceuse there

Rµνρσ = R

n(n− 1) (gµρgνσ − gµσgνρ) (5.254)

The Bach tensor is defined out of the Weyl and Cotton tensors as

Bαβ ≡ ∇λCλαβ +KλρWλαβρ (5.255)

It is traceless (because both Cotton and Weyl are so) and conformally in-
variant as well in n=4.

It is then a fact of life that the scalar√
|g|WαβγδW

αβγδ =
√
|g|RαβγδRαβγδ−

4
n− 2RαβR

αβ+ 2
(n− 1)(n− 2)R

2 ≡
√
|g|W4

(5.256)
is conformally invariant in four and only in four dimensions. The variational
derivative of the action constructed out of this is proportional to Bach’s
tensor

δ

δgαβ

∫
W4 ∼ Bαβ (5.257)
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There is a generalization of this to arbitrary dimension, namely Branson’s
Q-curvature ∫

d(vol)Q (5.258)

The Q-curvature itself is not pointwise conformal invariant, but its integral
over a compact manifold is conformal invariant.

On the other hand, the Euler characteristic in four dimensions is given
by

χ(M) = 1
32π2

∫
d4x

√
|g| E4 (5.259)

where the Euler density reads

E4 ≡ RµνρσRµνρσ − 4RµνRµν +R2 (5.260)

This means that whenever a term Riemann squared appears in the la-
grangian, it can be traded out for Ricci squared and curvature squared,
as follows∫

d(vol)RµνρσRµνρσ = 32π2χ(M) +
∫
d(vol)

(
4RµνRµν −R2

)
(5.261)

In four dimensions, the Q-curvature is

6Q = −∆R+R2 − 3RµνRµν (5.262)

In general, there is a formula by Graham and Juhl, that states that in even
dimension n,

2nCn
2
Q = nv(n) +

n
2−1∑
k=1

(n− 2k)p∗2kv(n−2k) (5.263)

where
Cn

2
≡ (−1)

n
2

2n
(
n
2
)
!
(
n
2 − 1

)
! (5.264)

The constructs v(2j) are the coefficients appearing in the asymptotic expan-
sion pf the volume form of a Poincaré metric for the metric g. For example

v(2) = −1
2P

v(4) = 1
8
(
P 2 − |P |2

)
v(6) = 1

48

(
− 2
n− 4P

µνPµν + 3P |P |2 − P 3 − 2PµνP λµPλν
)
(5.265)

The differential operators p2k are those that appear in the xpansion of a
harmonic function for the Poincaré metric; for example

−2(n− 2)p2 = ∆
8(n− 2)(n− 4)p4 = ∆2 + 2P∆ + 2(n− 2)Pµν∇µ∇ν + (n− 2)∇µP∇µ(5.266)
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Details can be found in the Graham-Juhl paper just cited.
Its integral is a linear combination of the integral of W4 and E4.
There is a generalization of Bach’s tensor for arbitrary dimension, namely

the Fefferman-Graham obstruction tensor Oµν is tracefree and symmetric,
conformally invariant and vanishes for conformally Einstein metrics. The
EM derived from this action are

δ

δgµν

∫
Qd(vol) = (−1)

n
2
n− 2

2 Oµν (5.267)

Let us finally mention that spacetimes can be classified (Petrov) by the
eigenvectors of the Weyl tensor. The eigenvectors define some null vectors,
the principal null directions (PND). This is best treated using commuting
spinors [22]. Actually

Cµνρσ = ΨABCDεA′B′εC′D′ + ψ̄A′B′C′D′εABεCD (5.268)

where
ΨABCD = α(AβBγCδD) (5.269)

Grosso modo, the Petrov types are as follows

• Type I Four simple PND, (1, 1, 1, 1) THis is the algebraically general
case.

• Type II One double PND and two simple PND, (2, 1, 1).

• Type D Two double PND, (2, 2).

• Type IIIOne triple PND and one simple PND, (3, 1).

• Type N One cuadruple PND,(4).

• Type 0 Weyl=0. These spaces are conformally flat

5.6 Timelike congruences.

A timelike congruence is a field of (normalized) timelike vectors. In fancy
language, a chapter of the tangent bundle. It can represent a family of
observers defined in every point of spacetime.

u2 ≡ gµν(x)uµ(x)uν(x) = 1 (5.270)

This implies
uµ∇ρuµ = 0 (5.271)

The projection on the space orthogonal is

hµν ≡ δµν − uµuν (5.272)
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By construction
hmν u

ν = 0 (5.273)

It is plain that it is indeed a projector in the mathematical sense

hµνh
ν
ρ = hµρ (5.274)

A conguence is geodesic when

u̇µ ≡ uλ∇λuµ = 0 (5.275)

We can assume that each geodesic is characterized by a label, say λ, and s
represents the arc length on each geodesic. That is

uµ(s, λ) ≡ ∂xµ(s, λ)
∂s

(5.276)

It is natural to define a deviation vector ξα between neighboring geodesics
through

ξµ ≡ ∂xµ

∂λ
(5.277)

By definition
∂uα

∂λ
= ξλ∇λuα = ∂ξα

∂s
= uρ∇ρξα ≡ ξ̇α (5.278)

Another useful equation can be easyly proved: The scalar product ξ.u is a
constant of motion:

uµ∇µ (u.ξ) = uµ∇µξρ.uρ + ξρuµ∇µuρ = ξµ∇µuρ.uρ = 1
2ξ

µ∇µ
(
u2
)

= 0
(5.279)

Let us compute the quantity

ξ̈α ≡ uλ∇λ (uρ∇ρξα) = uλ∇λ (ξρ∇ρuα) = uλ∇λξρ (∇ρuα) +
(
uλ∇λ∇ρuα

)
ξρ =

ξµ∇µuρ∇ρuα + ξρuλ
(
∇ρ∇λuα +Rλρ

α
βu

β
)

= ξµ∇µuρ∇ρuα + ξρuλRλρ
α
βu

β + ξρ∇ρ
(
uλ∇λuα

)
−

−ξρ∇ρuλ∇λuα = ξρuλRλρ
α
βu

β (5.280)

The resulting Jacobi equation

ξ̈α = Rα βγδu
βuγξδ (5.281)

is known in the physics literature as the geodesic deviation equation, and is
of fundamental importance. Its solutions are called Jacobi fields.

For example, this gives the difference between an homogeneous gravita-
tional field and a central one (like the one of the Earth).

Let us now consider the tensor

∇βuα (5.282)
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First of all, this tensor is purely transverse. It is also a fact that

∇βuαξβ = uρ∇ρξα (5.283)

so that physically this tensor measures the extent to which ξα fails to be
parallel transported by the congruence u. A canonical decomposition of this
tensor reads

∇βuα = ωαβ + σαβ + 1
n− 1 θhαβ (5.284)

The scalar
θ ≡ ∇αuα (5.285)

is called the expansion of the congruence. The congruence is expanding if
θ > 0, and it is converging otherwise. The symmetric tracefree part,

σαβ ≡ ∇(βuα) −
1

n− 1θ hαβ (5.286)

is called the shear; and the antisymmetric piece

ωαβ ≡ ∇[βuα] (5.287)

the rotation of the congruence. It is possible to show that when the rotation
vanishes, then the congruence is hypersurface orthogonal, that is, there are
a couple of scalars ψ(x) and φ(x) such that

uµ = ψ(x)∇µφ(x) (5.288)

Actually,
ωαβ = ∇[αψ∇β]φ (5.289)

But on the other hand,

ωαβu
β = 0 = ∇[αψ∇β]φψ∇βφ (5.290)

implies
∇αψ ∼ ∇αφ (5.291)

Let us now derive Raychaudhuri’s equation

uλ∇λ∇βuα = uλ∇β∇λuα + uλRλβαρu
ρ = ∇β

(
uλ∇λuα

)
−
(
∇βuλ

)
(∇λuα) +

+uλRλβαρuρ = −∇βuλ∇λuα + uλRλβαρu
ρ (5.292)

Taking the trace,

θ̇ = − 1
n− 1θ

2 − σαβσαβ + ωαβω
αβ −Rαβuαuβ (5.293)

This clearly implies the focusing theorem in the hypersurface orthogonal
case, when the rotation of the congruence vanishes. Then

θ̇ ≤ 0 (5.294)

in agreement with the atractive character of the gravitational interaction.
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5.7 Normal coordinates

We shall show that there is a system of coordinates where at a givan point
P ∈M ,

gαβ|P = ηαβ

∂σgαβ|P = 0 (5.295)

Geodesics are defined by the ODE

d2xα

ds2 + Γαµν
dxµ

ds

dxν

ds
= 0 (5.296)

It is plain that

d3xµ

ds3 = −∂ρΓµαβ
dxρ

ds

dxα

ds

dxβ

ds
+ ΓµαβΓαδε

dxδ

ds

dxε

ds

dxβ

ds
+ ΓµαβΓβδε

dxα

ds

dxδ

ds

dxε

ds
≡

≡ Γµραβ
dxρ

ds

dxα

ds

dxβ

ds
(5.297)

and so on. Power series solution through the point xµ0 ats = 0 reads

xµ(s) = xµ0 + ẋµ0s−
1
2 Γµαβ

∣∣∣
0
ẋα0 ẋ

β
0s

2 + . . . (5.298)

We want now to define new coordinates xµ′ such that in the new system of
coordinates (normal coordinates) the solutions are just linear functions of
the arc length

yµ = ẋµ0s (5.299)

withought any higher order term. The origin of arc length s = 0 is taken at
the point P

yµ|s=0 = ẋµ0 (5.300)

To be specific,
xµ(s) = xµ0 + yµ − 1

2 Γµαβ
∣∣∣
0
yαyβ + . . . (5.301)

This means that

Γα′β′γ′
∣∣∣
0

= 0

Γα′(β′γ′δ′)

∣∣∣
0

= 0

. . . (5.302)

Now, it is a fact of life that

∂αgβγ = {βα; γ}+ {γα;β} (5.303)
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so that by a constant linear transformation we can get

γαβ|0 = ηαβ

∂αgβγ |0 = 0 (5.304)

From the general expression of Riemann’s tensor in terms of derivatives of
the metric

2Rµ ναβ ≡ ∂αΓµνβ − ∂βΓµνα + ΓµσαΓσνβ − ΓµσβΓσνα =
∂αg

µσ (−∂σgνβ + ∂νgβσ + ∂βgνσ) + gµσ (−∂α∂σgνβ + ∂α∂νgβσ + ∂α∂βgνσ)−
−∂βgµσ (−∂σgνα + ∂αgσν + ∂νgσα)− gµσ (−∂β∂σgνα + ∂β∂αgσν + ∂β∂νgσα) +
+gµλ (−∂λgσα + ∂σgλα + ∂αgλσ) gσδ (−∂δgνβ + ∂νgδβ + ∂βgνδ)−
gµλ (−∂λgσβ + ∂σgβλ + ∂βgλσ) gσδ (−∂δgνα + ∂νgδα + ∂αgδν) (5.305)

we learn that in normal coordinates

2Rµανβ = −∂ν∂µgαβ + ∂α∂νgβµ + ∂β∂µgνα − ∂β∂αgµν (5.306)

Besides from the condition
∂(µΓναβ) = 0 (5.307)

we learn that

− ∂λ∂µgαβ − ∂α∂λgβµ − ∂β∂λgµα + 2∂µ∂αgλβ + 2∂µ∂βgλα + 2∂α∂βgλµ = 0
(5.308)

which can be put in the form

∂µ∂νgαβ + ∂α∂νgβµ + ∂β∂νgαµ = 2 (∂µ∂αgνβ + ∂µ∂βgνα + ∂α∂βgµν) (5.309)

Swapping [µν] yields

∂µ∂νgαβ + ∂α∂µgβν + ∂β∂µgαν = 2 (∂ν∂αgµβ + ∂ν∂βgµα + ∂α∂βgµν) (5.310)

and adding the two

4∂α∂βgµν + ∂µ∂αgνβ + ∂ν∂αgµβ + ∂µ∂βgαν + ∂ν∂βgαµ = 2∂µ∂νgαβ (5.311)

so that

(4∂α∂βgµν + 2∂µ∂αgνβ + 2∂ν∂αgµβ)xαxβ = (2∂µ∂νgαβ)xαxβ (5.312)

This means that
Rµανβx

αxβ = −3
2 ∂α∂βgµνx

αxβ (5.313)

and the expression of the spacetime metric in normal coordinates to second
order in a Taylor expansion around the origin reads

gµν = ηµν −
1
3 Rµανβx

αxβ +O(x3) (5.314)
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Consider the geodesics through an arbitrary point, P

d2xµ

ds2 + Γµαβ
dxα

ds

dxβ

ds
= 0 (5.315)

From it, deriving once

d3xµ

ds3 +∂λΓµαβ
dxλ

ds

dxα

ds

dxβ

ds
+Γµαβ

(
−Γαρσ

dxρ

ds

dxσ

ds

dxβ

ds
− Γβρσ

dxα

ds

dxρ

ds

dxσ

ds

)
= 0

(5.316)
The equation of the geodesic through P can be written as

xµ = xµ0 + ξµs− 1
2
(
Γµαβ

)
P
ξαξβs2 − 1

3!
(
Γµαβρ

)
P
ξαξβξρs3 + . . . (5.317)

Riemann normal coordinates (RNC) are defined such that the geodesic equa-
tion is the equation of a straight line

yµ = ξµs (5.318)

They are given in an implicit way by

xµ = xµ0 + yµ − 1
2
(
Γµαβ

)
P
yαyβ − 1

3!
(
Γµαβρ

)
P
yαyβyρ + . . . (5.319)

It is clear that in those coordinates(
∂xα

∂yβ

)
P

= δαβ(
∂2xµ

∂yαyβ

)
P

=
(
Γµαβ

)
P

= 0(
∂3xµ

yγ∂yα∂yβ

)
P

=
(
∂(γΓµαβ)

)
P

= 0

. . . (5.320)

This implies many useful relationships. In any system

∇µgαβ = 0 ⇒ ∂µgαβ = Γρµαgρβ + Γρµβgρα

∂ν∂µgαβ = ∂νΓρµαgρβ + Γρµα
(
Γσνρgσβ + Γσνβgσρ

)
+

∂νΓρµβgρα + Γρµβ
(
Γσνβgσα + Γσναgρσ

)
So that in RNC

∂ν∂µgαβ = ∂νΓρµαgρβ + ∂νΓρµβgρα (5.321)

Using now
∂ρΓµνσ + ∂νΓµσρ + ∂σΓµνρ = 0 (5.322)
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Rµνρσ = ∂ρΓµνσ − ∂σΓµνρ = 2∂ρΓµνσ + ∂νΓµρσ
Rµρνσ = ∂νΓµρσ − ∂σΓµνρ = 2∂νΓµρσ + ∂ρΓµνσ
Rµ(νρ)σ = 3∂(ρΓ

µ
ν)σ (5.323)

Indeed

gαβ = ηαβ+1
2 (∂µ∂νgαβ)P y

µyν+. . . = ηαβ+1
2

(1
3R

β
(µν)α + 1

3R
α
(µν)β

)
yµyν+. . .
(5.324)

One can continue in this way

gαβ = ηαβ −
1
3Rαµβλy

µyλ − 1
3!∂µRαγβδy

µyγyδ +

+ 1
5!

(
−6∇µ∇λRαδβγ + 16

3 Rλβµ
ρRγαδρ

)
yλyµyγyδ + . . . (5.325)

5.8 Fluid form of the energy-momentum tensor

Given a family of observers with unit tangent vector u, it is poossible to
write an arbitrary energy-moemntum tensor in the following way

Tαβ ≡ (ρ+ p)uαuβ − pgαβ + qαuβ + qβuα + παβ (5.326)

where the heat flow vector obeys

q − u = 0 (5.327)

and the shear tensor παβ

παβu
α = 0

παα = 0 (5.328)

A perfect fluid does not have heat conduction not shear. There is also a
coserved particle numner (such as baryon number, for example), which is
represented by a four current

jµ ≡ nuµ (5.329)

The fact that it is conserved implies

∇µjµ = ṅ+ nθ = 0 (5.330)

where given any functiom we represent by an overdot the derivative in the
direction of the observer, that is

ḟ ≡ uα∇αf (5.331)
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and the so called expansion of the congruence u is defined as

θ ≡ ∇αuα (5.332)

The covariant conservation of the energy-momentum tensor

∇µTµν = (ρ+ p) (θuν + u̇ν) + (ρ̇+ ṗ)uν −∇νp = 0 (5.333)

The tangent projection yields

uν∇µTµν = ρ̇+ (ρ+ p) θ = 0 (5.334)

and the normal component (remember that u.u̇ = 0)

(ρ+ p) u̇µ − hρµ∇ρp = 0 (5.335)

hµν ≡ gµν − uµuν (5.336)

5.9 Null congruences.

The Newman-Penrose (NP) null tetrad consists in four null vectors, of which
two real, l and n, and one complex, m.

l2 = n2 = m2 = m̄2 = 0
l.m = l.m̄ = n.m = n.m̄ = 0
l.n = mm̄ = 1 (5.337)

It has proved itself useful in many circumstances. For this, and many other,
reasons, it is interesting to study also the null case, where the tangent vector
l2 = 0. We shall also define a deviation vector ξ in an analogous way as in
the timelike situation, that is

l.ξ = [ξ, l] = 0 (5.338)

To define what transverse means now, we need another null vector

n2 = 0 (5.339)

normalized in such a way that

ln = 1 (5.340)

Then we define the transverse projector

hµν ≡ gµν − lµnν − νµlν (5.341)



5.9. NULL CONGRUENCES. 75

which obeys

hλµh
ν
λ = hνµ

hµνn
ν = hµν l

ν = 0
hµµ = n− 2 (5.342)

We can write as in the timelike situation the transverse part of the derivative
of the tangent vector

hαβ∇µlβ = ∇µlβ − lαnβ∇µlβ (5.343)

The deviation vector is not neccessarily transverse; actually,

ξµT ≡ h
µ
λξ
λ = ξµ − ξ.nlµ (5.344)

Let us compute its variation in the direction of the flow(
lλ∇λξµT

)
T

= hαλ l
µ∇µ

(
hλσξ

σ
)

= hαλh
λ
σl
µ∇µξσ + hαλ l

µξσ∇µhλσ =

hασξ
µ∇µlσ − hαλ lµξσnσ∇µlλ = hασ (ξµ − lµ (ξ − n))∇µlλ =

hασξ
µ
T∇µl

σ = ξµTh
α
σh

ρ
µ∇ρlσ = ξµT (∇µlα)T (5.345)

Let us write
(∇βlα) ≡ σαβ + ωαβ + 1

n− 2θhαβ (5.346)

It is easy to check that
θ = ∇λlλ (5.347)

Frobenius’ theorem is still valid for null congruences. There is a small sub-
tlety though. When the rotation vanishes, then there is a family of surfaces

f(x) = C (5.348)

such that
lα ∼ ∂αf (5.349)

Then the vector l is at the same time parallel and orthogonal to the surface;
so that the geodesics lie in fact on the surface, and are called the null
generators of it. On the other hand Raychaudhiri’s equation is still valid,
with the only change of

− 1
n− 1θ

2 → − 1
n− 2θ

2 (5.350)

The NP tetrad is a natural by-product of a spin basis, (◦, ι), in the sense
that given a spin basis, the NP tratrad is naturally defined, namely

lµ ≡ ◦A◦A′

nµ ≡ ιAιA′

mµ ≡ ◦AιA′

m̄µ ≡ ιA◦A′ (5.351)
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The directional derivatives along the NP vectors are conventionally denoted
by

D ≡ lµ∇µ
∆ ≡ nµ∇µ
δ ≡ mµ∇µ
δ ≡ mµ∇µ

(5.352)

There is a sum rule

∇µ = nµD + lµ∆−mµδ −mµδ̄ (5.353)

The connection is given in terms of the 12 complex rotation coefficients

κ ≡ ◦AD◦A = mαDlα

ε ≡ ◦ADιA = 1
2
(
nλDlλ −mλDmλ

)
π ≡ ιADιA = −mλDnλ

τ ≡ ◦A∆ ◦A
γ ≡ ◦A∆ιA
ν ≡ ιA∆ιA
σ ≡ ◦Aδ ◦A
β ≡ ◦AδιA
µ ≡ ιAδιA
ρ ≡ ◦Aδ̄ ◦A
α ≡ ◦Aδ̄ιA
λ ≡ ιAδ̄ιA (5.354)

Einstein’s equations simplify enormously in a NP tetrad is many cases.
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The gravitational action
principle.

Under a diffeomorphism connected withg the identity, ξ ∈ Diff0(M), which
in local coordinate chart reads

xµ → xα
′ = xα − ξα(x) (6.1)

the variation of the metric is

δξgαβ = ∇αξβ +∇βξa = £(ξ)gαβ = ξλ∂λgαβ + ∂αξ
λgλβ + ∂βξ

λgαλ (6.2)

the variation of the determinant is

g−1δξg = gαβδξgαβ = 2∇αξα = 2 1√
|g|
∂µ

(√
|g|ξµ

)
(6.3)

so that
δξ

√
|g| = ∂µ

(√
|g|ξµ

)
(6.4)

Now any scalar function, no matter how complicated (it will include all fields
and derivatives) transforms as

δξΦ = ξα∂αΦ (6.5)

And magically

δξ

(√
|g|Φ

)
= ∂µ

(√
|g|ξµ

)
Φ +

√
|g|ξα∂αΦ = ∂µ

(√
|g|ξµΦ

)
(6.6)

so that the product √
|g|Φ (6.7)

transforms under a diffeomorphism into a total derivative, so that its integral
is invariant provided appropriate boundary conditions are imposed.

77
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It is also the case that covariant derivatives can be integrated by parts.∫ √
|g| dnx Λ∇µΣµ =

∫ √
|g| dnx Λ 1√

|g|
∂µ

(√
|g|Σµ

)
=∫

dnx

(
∂µ

(
Λ
√
|g| Σµ

)
−
√
|g|∂µΛ Σµ

)
= −

∫ √
|g| dnx ∇µΛ Σµ(6.8)

provided Λ and Σµ decay fast enough at infinity.

6.1 The Einstein-Hilbert lagrangian.

S = − c3

16πG

∫
V
dnx

√
|g| (R+ 2λ) + Smatter + S∂V (6.9)

It is customary to write
κ2 ≡ 8πG (6.10)

The negative sign in front of the Einstein-Hilbert term is determined by the
sign of the matter action. To compute the variations it pays to be careful

δRµναβ = δ
(
∂αΓµνβ − ∂βΓµνα + ΓµσαΓσνβ − ΓµσβΓσνα

)
= ∂αδΓµνβ − ∂βδΓ

µ
να(6.11)

Even the variations of the connections are well-defined tensors (which the
connection itself is not)

δΓρνσ = 1
2g

ρσ (−∇λδgνσ +∇νδgλσ +∇σδgλν) (6.12)

We also need the variation of the determinant

δg = ggαβδgαβ = −ggαβδgαβ (6.13)

so that
δ
√
|g| = −1

2

√
|g|gαβδgαβ (6.14)

This leads easily to

δRµν = 1
2
(
gβµgνα∇2 − gβµ∇α∇ν − gβν∇α∇µ + gαβ∇µ∇ν

)
δgαβ (6.15)

as well as
δR = δgνσRνσ +∇ρtρ = −δgνσRνσ +∇ρtρ (6.16)

The total covariant derivative behaves indeed a total derivative when inte-
grated with the diff invariant measure because∫ √

|g| dnx ∇αtα =
∫ √
|g| dnx 1√

|g|
∂α

(√
|g| tα

)
=
∫

dnx ∂α

(√
|g| tα

)
(6.17)
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Altogether we have got (assuming for the time being that the integration
domain is boundaryless),

δSEH = − c3

16πG

∫ √
|g| dnx

(
Rαβ −

1
2 (R + 2λ) gαβ

)
δgαβ+

∫
dnx

δSmatt
δgαβ

δgαβ

(6.18)
The definition of the metric energy-momentum tensor is

Tαβ ≡
2c√
|g|
δSmatt
δgαβ

(6.19)

This leads to Einstein’s equations (derived by him without using the action
principle)

Sαβ ≡ Rαβ −
1
2 (R+ 2λ) gαβ = 8πG

c4 Tαβ ≡
κ2

c4 Tαβ (6.20)

The first member is called Einstein’s tensor and it contracted covariant
derivative vanishes identically by virtue of Bianchi’s identity

∇µSµν = 0 (6.21)

The integrability condition of Einstein’s equation is then precisely the co-
variant conservation of the energy-momentum tensor of the matter

∇µTµν = 0 (6.22)

In the above derivation wa have assumed that ∂V = 0. This is not the
case in mosr circumstances. For example, one can integrate on the slice of
spacetime defined by

ti ≤ t ≤ tf (6.23)

where t is some cosmic time. Then the boundary includes the hypersurfaces
Σi and Σf , where

Σ ≡ t = constant (6.24)

Let us then repeat the analysis keeping the boundary terms. This is hard
work.

δR = Rµνδg
µν +

(
gµν∇2 −∇µ∇ν

)
δgµν (6.25)

The boundary term in the Einstein-Hilbert variation then reads

S∂V = − c3

16πG

∫
∂V
dn−1y

√
|h| nρ (gµν∇ρδgµν −∇νδgρν) ≡ − c3

16πG

∫
∂V
dn−1y

√
|h| nρJρ

(6.26)
Taking into account that

δgαβ|∂V = 0 (6.27)



80 6. THE GRAVITATIONAL ACTION PRINCIPLE.

as well as

(gµν�−∇µ∇ν) δgµν = ∇µ
(
∇λδgµλ −∇µgαβδgαβ

)
(6.28)

(remember that gαβ = nαnβ + hαβ), it is possible to write

nρJρ = nρ (gµν∇ρδgµν − gρσ∇νδgσν) =

nρgαβ
(
∇αδgρβ −∇ρδgαβ

)
= nρ (nαnν + hαβ)

(
∇αδgρβ −∇ρδgαβ

)
=

= −nρhµν∂ρδgµν (6.29)

The product of three normals are symmetric in (ρα), whereas the factor
in the variations is antisymmetric with respect to thsese same indices [ρα].
The product then vanishes.

Besides, tangential derivatives of the variation of the metric must vanish
as well: hµν∂νδgρσ = 0. We are then left with the stated term only.

This surface variation can be cancelled with the boundary action

S∂V ≡
c3

8πG

∫
∂V

√
|h|dn−1y K (6.30)

where
K ≡ ∇αnα =

(
nαnβ + hαβ

)
∇βnα = hαβ∇βnα (6.31)

In fact (on the boundary δhαβ = 0), and

δΓραβ = 1
2g

ρλ (−∇λδgαβ +∇αδgλβ +∇βδgαλ) (6.32)

δK = −hαβδΓραβnρ = 1
2h

αβnλ∂λδgαβ (6.33)

which precisely cancels the boundary term in the variation of the bulk piece
of the Einstein-Hilbert action.

A perfect fluid as the one that is usually taken to represent the coarse
grained material content in cosmology has

Tαβ ≡ (ρ+ p)uαuβ − pgαβ (6.34)

So that a cosmological constant corresponds to

ρ = −p

p = 1
κ2λ (6.35)

The Einstein vacuum equations reduce to the Ricci flatness condition for
the corresponding space

Rµν = 0 (6.36)
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6.1.1 Schrödinger’s Γ− Γ noninvariant lagrangian-

The EH lagrangian has got clearly two pieces in it. Let us dub

Sαβ ≡ ΓσβρΓρσα − ΓσσρΓ
ρ
αβ (6.37)

and
LS ≡

√
g gαβSαβ (6.38)

It is a fact that

LEH =
√
|g|
(
gαβ∂βΓσασ − ∂ρΓ

ρ
αβ

)
+ LS = ∂β

(√
|g|gαβΓσασ

)
− ∂ρ

(√
|g| gαβΓραβ

)
−

−∂β
(√
|g|gαβ

)
Γσασ + ∂ρ

(√
|g|gαβ

)
Γραβ + LS = ∂β

(√
|g|gαβΓσασ

)
− ∂ρ

(√
|g| gαβΓραβ

)
−

−LS =

where we have used

∂ρ

(√
|g|gαβ

)
=
√
|g|
(
∂ρ
√
|g|√
|g|

gαβ − Γαρµgµβ − Γβρµgαµ
)

=
√
|g|
(
Γσσρgαβ − Γαρµgµβ − Γβρµgαµ

)
so that

− ∂β
(√
|g|gαβ

)
Γσασ + ∂ρ

(√
|g|gαβ

)
Γραβ = −2LS (6.39)

This shows that the Einstein-Hilbert lagrangian and Schrödinger’s Γ − Γ
lagrangian differ by a total derivative, and thus yield the same equations of
motion.

This is remarkable, because LS is not diffeomorphism invariant. On the
other hand, it depends only on first derivatives of the metric; this then gives
a new insight insight explaining why Einstein’s equations are second order.

There are many lessons to be drawn fro this fascinating lagrangian; for
example, that the symmetries of the equations of motion do not have to
coincide with the ones of the lagrangian; they can be enhanced, as is the
case here.

6.2 The first order formalism.

L = − 1
2κ2R

a
b ∧ Σab (6.40)

It is very easy to derive a first order action principle provided one is
willing to postulate that the torion of the connection vanishes.

S =
∫
dnx

√
|g|gµν Rµν(Γ) (6.41)

Here the connection is itself a variable, so that we cannot integrate by partis
covariant derivatives.
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The so called Palatini identity tells us that

δRµ ναβ = ∇αδΓµνβ −∇βδΓ
µ
να (6.42)

and

δRµν = ∇λδΓλµν −∇νδΓλµλ (6.43)

We can then write

δSp =
∫ √
|g| dnx

{(
Rµν −

1
2Rgµν

)
δgµν +

+gµν
(
∇λδΓλµν −∇νδΓλµλ

)}
(6.44)

It is useful to use again the variable

√
|g|gµ ≡ gµν (6.45)

δSp =
∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν + gµν

(
∇λδΓλµν −∇νδΓλµλ

)}
=∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν +∇λ

(
gµνδΓλµν − gλµδΓσµσ

)
+∇λgµνδΓλµν +∇νgµνδΓσµσ

}
=∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν −∇λgµνδΓλµν +∇νgµνδΓσµσ

}
(6.46)

because for a tensor density

∇λtλ = ∂λt
λ (6.47)

This means that

∇λgµν = δλν∇ρgµρ (6.48)

which is easily seen to imply

∇λgµν = 0 (6.49)

so that the metric is covariantly constant and the connection is the Levi-
Civita one.
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6.3 The physical meaning of diffeomorphism in-
variance.

GR is in some sense a gauge theory. There are however some subtle differ-
ences.

GAUGE THEORY ↔ GENERAL RELATIVITY
Gauge field Aµ ↔ Levi Civita connection Γµνρ

nothing ↔ spacetime metric
Field strength Fµν ↔ Riemann Christoffel tensor Rµ νρσ

nothing ↔ Action linear in curvature
√
|g| R

Action quadratic in curvature
∫

tr FµνFµν ↔ Action quadratic in curvature
∫ √
|g|
(
aR2 + bRµνR

µν
)

A general diffeomorphism is characterized by a vector field

x′ = x+ ξ (6.50)

It is a fact that the variation of a geometric emtity under a diffeomorphism
is another geometric entity

δV α = [V, ξ]α ≡ £(ξ)V α (6.51)

δωα = £(ξ)ωα (6.52)

as well as

δgµβ = £(ξ)gαβ = ∇αξb +∇βξa = −ξρ∂ρgαβ + ∂αξ
ρgρβ + ∂βξ

ρgρα (6.53)

There are particular diffeomorphisms that leave invariant the metric. Those
are dubbed isometries. The generator of an isometry is called a Killing field.
They are specific to a given metric, and obey

£(ξ)gαβ = ∇αξb +∇βξa = −ξρ∂ρgαβ + ∂αξ
ρgρβ + ∂βξ

ρgρα = 0 (6.54)

Let us denote
Hµν ≡ ∇µξν +∇νξµ = 0 (6.55)

Consider

0 = ∇µHνρ +∇ρHνµ −∇νHρµ = [∇µ,∇ν ] ξρ + [∇ρ,∇ν ] ξµ + {∇µ,∇ρ} ξν =
= Rρνµλξ

λ +Rµνρλξ
λ + 2∇µ∇ρξν +Rρµνλξ

λ (6.56)

And using the algebraic Bianchi identity,

∇µ∇ρξν = Rρνµλξ
λ (6.57)
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The set of all isometries of a given space-time form a group. Let us show
that the commutator of two isometries is indeed another isometry. We shall
do that by a brute force very useful calculation.

∇α [ξ1, ξ2]β +∇β [ξ1, ξ2]α = ∇α
(
ξµ1∇µξ

2
β − ξ

µ
2∇µξ

1
β

)
+∇β

(
ξλ1∇λξ2

α − ξλ2∇λξ1
α

)
=

ξµ1∇α∇µξ
2
β − ξ

µ
2∇α∇µξ

1
β + ξ1

µ∇β∇µξ2
β − ξλ2∇β∇λξ1

α =
−ξµ1∇α∇βξ

2
µ + ξλ2∇α∇βξ1

λ − ξ
µ
1∇β∇αξ

2
µ + ξλ2∇β∇αξ1

λ =
−ξµ1 ξ

λ
2Rαλβµ + ξλ2 ξ

µ
1Rαµβλ − ξ

µ
1 ξ

λ
2Rβλαµ + ξλ2 ξ

µ
1Rβµαλ =

ξµ1 ξ
λ
2 (−Rαλβµ +Rαµβλ −Rαµβλ +Rαλβµ) = 0 (6.58)

This in turn implies that the said commutator is a linear combination of
other Killings with constant coefficients, the structure constants of the isom-
etry group. In general if ξa, a = 1 . . . r represents a basis of the linear space
of Killing fields of a manifold, the following is true

[ξa, ξb] = Ccabξc (6.59)

This isometry group is simply transitive if the Killing vectors are linearly
independent. Otherwise the group is multiply transitive. The orbits of the
group are homogeneus spaces, which have the same dimension as the group
in the simply transitive case. When a given space enjoys a timelike isometry
the space is stationary. It is useful to consider coordinates adapted to the
isometry, in which the isometry reads

ξ = (1, 0, 0, 0) (6.60)

Naturally, then
ξ0 = g00 (6.61)

There is no need for g0i = 0. When they do, we say that the spacetime is
static. Ay any rate the equation for the isometry guarantees that time is a
cyclic coordinate

∂0gαβ = 0 (6.62)

When there is an isometry, there is a conserved current

J(ξ)µ ≡ ξαTαµ (6.63)

It is conserved in the sense that

∇µJ(ξ)µ = 2∇(µξα)T
αµ + ξα∇µTαµ = 0 (6.64)

But it is a fact of life that for vectors (and only for vectors)

∇αJα = 1√
|g|
∂α

(√
|g|Jα

)
(6.65)
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This means that there is a conserved charge in the usual sense by integrating
the current over a codimension one hypersurface (such as Σt in case there
is a globally defined time coordinate)

Q(Σ) ≡
∫
JαdΣα (6.66)

Indeed, integrating over the cylinder capped by Σ1 and Σ2

0 =
∫
∇αJα =

∫
Σ2
JαdΣα −

∫
Σ1
JαdΣα = Q(Σ2)−Q(Σ1) (6.67)

Diffeomorphism invariance does not imply any conserved charge in gen-
eral. Noether’s theorem however allows us to derive Bianchi identities in
another way. The covariant conservation of the energy-momentum tensor is
a particular instance of the above.

δS ≡ δ
∫ √
|g|d4x L (φi, gµν) =

∫ √
|g|d4x

δS

δgαβ
δgαβ =

∫ √
|g|d4x

δS

δgαβ
(∇αξβ +∇βξα) =

2
∫ √
|g|d4x

{
∇α

(
δS

δgαβ
ξβ

)
− ξα∇β

δS

δgαβ

}
(6.68)

This means that to the extent that there are diffeomorphisms that vanish
on the boundary of spacetime

ξ|∂M = 0 (6.69)

we get the identity
∇β

δS

δgαβ
≡ 0 (6.70)

As advertised, this includes the contracted Bianchi identities when consid-
ering the pure gravitational piece of the action, as well as the covariant
conservation of the energy-momentum tensor when considering the matter
piece.

6.4 The weak field limit.

The weak field expansion corresponds to small curvatures

gµν = ηµν + κhµν (6.71)

(so that
gµν = ηµν − κhµν) (6.72)

A simple calculation tells us that

Rµν = κ

(
−1

2�hµ + 1
2∂µ∂λh

λ
µ + 1

2∂ν∂λh
λ
µ −

1
2∂µ∂νh

)
+O(κ2) (6.73)
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The Ricci flatness condition coincides with the Fierz-Pauli massless equa-
tion.

It is interesting also to consider small deviations from an arbitraruy
background, ḡµν

gµν = ḡµν + κhµν (6.74)

Then

Rµ ναβ = R̄µ ναβ+1
2κ
(
∇̄α

(
−∇̄µhνβ + ∇̄νhµβ + ∇̄βhµν

)
+ ∇̄β

(
∇̄µhνα − ∇̄νhµα − ∇̄αhµν

))
(6.75)

The Ricci tensor reads

Rνβ = R̄νβ + 1
2κ
(
−∇̄2hνβ + ∇̄µ∇̄νhµβ + ∇̄µ∇̄βhµν − ∇̄β∇̄νh

)
(6.76)

and the curvature scalar

R = R̄+ κ
(
∇̄µ∇̄νhµν − ∇̄2h

)
(6.77)

The Weyl tensor reads

2
κ

(
Wµ

ναβ − W̄µ
ναβ

)
= ∇̄α

(
−∇̄µhνβ + ∇̄νhµβ + ∇̄βhµν

)
+ ∇̄β

(
∇̄µhνα − ∇̄νhµα − ∇̄αhµν

)
+

1
n− 2

(
R̄µαhνβ + R̄νβh

µ
α − R̄

µ
βhνα − R̄ναh

µ
β

)
− 1

(n− 1)(n− 2)R̄
(
ḡµαhνβ − ḡ

µ
βhνα + hµαḡνβ − h

µ
β ḡνα

)
+

1
n− 2

(
ḡνβR

µ(1)
α +R

(1)
νβ ḡ

µ
α −R

(1)µ
β ḡνα −R(1)

ναh
µ
β

)
−

− 1
(n− 1)(n− 2)

(
∇̄λ∇̄σhλσ − ∇̄2h

) (
ḡµαḡνβ − ḡ

µ
β ḡνα

)
(6.78)

The harmonic gauge also dubbed de Donder gauge corresponds to

∂λh
λ
µ = 1

2∂µh (6.79)

This means that the Ricci flat condition is simply the wave equation

�hµν = 0 (6.80)

In the static case, Einstein equations should reduce in this regime to the
well-known Poisson equation

∆Vg = 4πGρ (6.81)

Actually, Einstein’s equation can be written as

Rαβ = κ2
(
Tαβ −

1
2Tgαβ

)
(6.82)
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Assuming a perfect fluid form for the energy-momentum tensor, in the non-
relativistic limit the pressure is negligible, so that the only nonvanishing
component of the second member is coming from the energy density:

R0
0 = κ2

2 ρ (6.83)

A simple calculation reveals that in this limit

R0
0 ∼

1
c2 ∆Φ (6.84)

so that Einstein’s equation reduce to

∆Φ = c2κ2

2 ρ (6.85)

This leads to the identification

κ2 ≡ 8πG
c2 (6.86)

6.5 Gravitational Waves.

Dimensional arguments tell us that in order to be able to carry away energy
to infinity, the radiation field should decay far from the source as

4πr2A2 <∞ (6.87)

This means
A ∼ 1

r
(6.88)

It should depend also on the time derivative of some moment of the charge
density. In electromagnetism the first moment is the charge, which is con-
served, so that its time derivatice vanishes. This means that there is no
monopolar radiation. The electric or magnetic dipole are not conserved, so
dipolar EM radiation is allowed.

The analogous reasoning in gravitation tells us that there should not
be monopolar gravitational radiation (GR) because te energy is conserved;
nor dipolar radiation, owing to conservation of linear momentum. The first
nontrivial momentum must be the quadrupole.

Assume the dimensionless perturbation produced bt GR sue to a source
of linear extent R to be

h ∼ G

c4
1
r

∂2

∂t2

(
MR2

)
(6.89)

Assume some sort of binary such that

M ≡ m1 +m2 (6.90)
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and the reduced mass is
µ ≡ m1m2

M
(6.91)

The orbital frequency is

Ω2a3 ∼M (6.92)

Assume
∂

∂t2
∼ Ω2 (6.93)

This means that the dimensionless variable

h ∼ G

c4
1
r

M2

a
∼ 10−22

(
M

2.8M�

)(0.01sec
T

) 2
3
(100 Mpc

r

)
(6.94)

This is quite small owing to the prefactor. Nevertheless the flux of energy
is huge:

F ∼ h2ω2 ∼ c3

G
h2ω2 (6.95)

This yields tipically 100erg/cm2sec. This contrasts with Sirius’ flux which
is is ∼ 10−4erg/cm2sec. Unfortunately it is difficult to detect such a huge
amount of energy due to the small value of Newton’s constant which governs
the coupling of this energy to the measuring apparatus.

We have already seen that in the linear approximation and in the har-
monic gauge (HG) the gravitational perturbations in vacuum obey the wave
equation, because

Rµν = −1
2�hµν (6.96)

When matter is present the second member does not vanish

− 1
2�

(
hµν −

1
2hηµν

)
≡ −1

2�h̄µν = 8πG
c4 Tµν (6.97)

Once in the HG,
∂µh

µν = 1
2∂

νh (6.98)

The HG condition does not fix completely the gauge. Actually, it is easy to
see that

δHGµ = �ξµ (6.99)

It is possible to use this residual gauge freedom, namely those diffeomor-
phisms such that

�ξµ = 0 (6.100)

to reach in a source-free region the radiation gauge (this is not really a gauge
sensu stricto in that we have to use the EM to reach it)

h = h0µ = 0 (6.101)
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Let us see in detail how this comes about. We write at the initial time t=0
the conditions

2∂µξµ(0, ~x) + h(0, ~x) = 0
∂0ξi(0, ~x) + ∂iξ0(0, ~x) + h0i(0, ~x) = 0 (6.102)

as well as their time derivative (please note that ξ̈µ = ∆ξµ because the gauge
parameters are also solutions of the wave equation)

2
(

∆ξ0(0, ~x)− ~∇~̇ξ(0, ~x)
)

+ ḣ(0, ~x) = 0

∆ξi(0, ~x) + ∂iξ̇0(0, ~x) + ḣ0i(0, ~x) = 0 (6.103)

These are eight PDE in R3 for the eight quantities ξµ(0, ~x), ξ̇µ(0, ~x). This
picks a gauge such that

h(0, ~x) = h0i(0, ~x) = 0 (6.104)

Since both h and h0i obey the wave equation, this remains true for all time.
On the other hand, the harmonic gauge

∂0h
00 + ∂ih

i0 = 1
2∂

0h (6.105)

implies now that
ḣ00 = 0 (6.106)

so that the wave equation reduces to

∆h00 = 0 (6.107)

so that in vacuum,
h00 = 0 (6.108)

as well. This is then a close analogous of the radiation gauge in electromag-
netism.

The solutions can then be written as linear combinations of

hµν = εµν e
ikx (6.109)

where there are a priori 10 independent polarizations. The gauge conditions,
however tell us that

kµεµi = 0 (3 conditions)
ε0µ = 0 (4 conditions)
εµµ = 0 (1 condition) (6.110)
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This means that there are only 2 = 10 − 8 polarizations left, which is the
correct amount for a massless particle according to Wigner’s general analy-
sis.

It is customary to denote the two polarizations by the names of plus and
cross.

εµν =


0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

 (6.111)

Right and left handed circular polarizations are defined by

hR ≡
1√
2

(h+ + ih×)

hL ≡
1√
2

(h+ − ih×) (6.112)

The geodesic deviation equation teaches us that the tidal force in an adapted
RS is

Ẍi = Ri 00λX
λ = 1

2 ḧijX
j (6.113)

valid in the radiation gauge. The expected magnitude of the perturbation
in a GW is of the order

|h| ∼ 10−17 (6.114)

which is quite small. This is the same order of the fractional relative dis-
placement

∆l
l

(6.115)

Over a distance of 1 Km this means that we need a precision of

105 × 10−17 cm ∼ 10 fermi (6.116)

The amazing thing is that it is claimed that this is reachable in ongoing
experiments like LIGO.

The metric disturbance can in principle be computed by the retarded
propagator (when matter is present we have to go back to the de Donder
gauge where the EM reads

�h̄µν = −16πG
c4 Tµν) (6.117)

hµν(x) = 4
∫
N−x

Tµν
1

|x− x′|
dS′ (6.118)

where the integral is extended to the past light cone of the point x ∈ M ,
denoted here N−x .
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We are using here the fundamental retarded solution

Gret ≡
δ(t− r)

4π |t− r| (6.119)

which obeys
�Gret(x) = −δ(4)(x) (6.120)

Let us concentrate our efforts in the purely spatial components (the other
components can be obtained from the gauge condition). Let us Fourier
transform in the time coordinate only

h̄ij(ω, ~x) = 4G
∫
Tij(ω, ~x′) eiω|~x−~x

′| 1
|x− x′|

dS′ (6.121)

Far away from the source, we can pull out the exponential term out of
the integral and replace it by

eiωr

r
(6.122)

The remaining integral is∫
T ijd3x =

∫
∂k
(
T kjxi

)
d3x−

∫
∂kT

kjxid3x = iω

∫
T 0jxid3x =

iω

2

∫ (
T 0jxi + T 0ixj

)
d3x = iω

2

∫
∂l
(
T 0lxixj

)
d3x−

∫
∂lT

0lxixjd3x =

ω2

2

∫
T 00xixjd3x (6.123)

where we have used

∂kT
kj = −∂0T

0j

∂lT
0l = −∂0T

00 (6.124)

This means that in this approximation

h̄ij = −2G
3 ω2 e

iωr

r
Dij(ω) (6.125)

where the quadrupole moment is defined as

Dij ≡
∫
T 00

(
3xixj − δijr2

)
d3x (6.126)

We have implicitly assumed that i 6= j. In position space

h̄ij(x) = 2G
3r

d2Dij

dt2

∣∣∣∣∣
ret

(6.127)
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Let us consider a simple plane wave in the x-direction. This means that
all components are assumed to be functions of the variable x−ct. The gauge
condition reads

∂ν h̄
µν ≡ ∂ν

(
hµν − 1

2hη
µν
)

= 0 (6.128)

Using that for all these functions ∂1 = −1
c∂0 we deduce

∂0h̄
0
µ + ∂1h̄

1
µ = 0 = ∂0

(
h̄0
µ −

1
c
h̄1
µ

)
(6.129)

In gory detail

h̄00 = h̄0
0 = h̄1

0 = h̄10

h̄0
1 = −h̄01 = −h̄1

1 = h̄11

h̄21 = h̄20

h̄30 = h̄31 (6.130)

Using the residual gauge transformations ξµ(ct− x) one can put to zero

h̄01 = h̄02 = h̄03 = h̄22 + h̄33 = 0 (6.131)

We only have to take into account that

h̄22 + h̄33 = h00 − h11 (6.132)

and that we have four arbitary functions, namely the four components of
ξµ(x− ct). The only non vanishing fluctuations are

h̄23 6= 0
h̄22 − h̄33 6= 0 (6.133)

Let us now turn to estimate the energy such waves carry. The pseudo tensor
energy-momentum (to be defined later in the main text) is easily shown to
be

t01 = c2

16πG

(
ḣ2

23 + 1
4
(
ḣ22 − ḣ33

)2
)

= G

36πc6r2

( ...
D22 −

...
D33

2

)2

+
...
D

2
23


(6.134)

At any rate, the order of magnitude is clear, just by analogy with the corre-
sponding formula in electromagnetism, where the energy dentity is propor-
tional to E2 + B2. This is all we need for an order of magnitude estimate.
The intensity of the radiation is then given in general by

dI

dΩ = G

36πc5

(1
4
(...
Dijn

inj
)2

+ 1
2
...
D

2
ij −

...
Dij

...
Dikn

jnk
)

(6.135)
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The total rate of energy loss is then given by averaging

− dE

dt
= G

45c5
...
D

2
ij (6.136)

The total energy flux emitted is of the order of

F = 3
(

f

1 kHz

)(
h

10−22

)
ergs

cm2sec
(6.137)

For comparison, the solar neutrino flux at the earth is of the order of

Fν ∼ 104 ergs

cm2sec
(6.138)

It is possible to compute (and measure) the rate of variation of the radius
of the orbits of two bodies gravitationally bound owing to the loss of energy
due to emission of gravitational radiation. Starting from the formula

− dE

dt
= G

45c5
...
D

2
ij (6.139)

Assuming circular orbits, Landau and Lifshitz derive (or rather propose as
an exercise)

− dE

dt
= 32G

5c5

(
M1M2
M1 +M2

)2
R4Ω6 (6.140)

where the frequency is assumed to be

Ω2R3 = G (M1 +M2) (6.141)

Given the fact that
E = −GM1M2

R
(6.142)

we easily get

Ṙ = − 64G3

5c5R3M1M2 (M1 +M2) (6.143)

and the variation in the orbital period

Ṫ

T
= − 96G3

5c5R2M1M2 (M1 +M2) (6.144)

This has been verified experimentally through the observation by Hulse and
Taylor [29] of the binary pulsar PSR B1913+16. The decrease in the or-
bital period owing to energy loss by gravitational radiation agrees with this
formula to an amazing factor

0.997± 0.002 (6.145)

This result is often interpreted as indirect evidence for gravitational radia-
tion.
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6.6 Exact plane waves.

Bondi, Pirani and Robinson discovered in 1959 an exact solution with many
analogies with electromagnetic plane waves. Let us write these in the form
proposed by Synge.

Fµν = B(u) ((kµlν − kν lµ) cos θ(u) + (kµmν − kνmµ) sinθ(u)) (6.146)

where k is the null propagation vector k2 = 0; l andm are constant spacelike
vectors orthogonal to k

k2 = l2 = −1
k.l = k.m = l.m = 0 (6.147)

The amplitude B(u) and the polarization θ(u) are functions of the variable
u ≡ k.x. Waves propagating in the positive x-direction are described by the
explicit choice

k = (1, 1, 0, 0)
l = (0, 0, 1, 0)
m = (0, 0, 0, 1) (6.148)

This means that
u = t− x (6.149)

The field strength is invariant under a 5 parameter subgroup of ISO(1, 3)
that leaves invariant u to wit

y0

y1

y2

y3

 =


1− b2

2 − b2

2 b2 b3
b2

2 1− b2

2 b2 b3
b1 −b1 1 0
b2 −b2 0 1



x0

x1

x2

x3

+


a0 + 1

2ab
a1 + 1

2ab
a2
a3

 (6.150)

where a0 = a1 and bk k = 3, 4 are the five independent parameters. b2 ≡
sumkbkbk. This is equivalent to yµ ≡ Lµ ν(a, b)xν , where

y0 = x0 + a0 +
∑
k

bk

(
xk + 1

2ak + 1
2bku

)
y1 = x1 + a1 +

∑
k

bk

(
xk + 1

2ak + 1
2bku

)
yk = xk + ak + bku (6.151)

where a0 = a1. First, we observe that this transformation leaves u invariant

u′ = u (6.152)
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According to Wigner, it can be written as the product of a boost, with
velocity

v ≡
(
b2

2 , b2, b3

)
(6.153)

and a spatial rotation,

R = 1
4 + b2

4− b2 4b2 4b3
−4b2 4 + b23 − b22 −2b2b3
−4b3 −2b2b3 4 + b22 − b23

 (6.154)

The world-line of the origin,

X0 = τ

x1 = x2 = x3 = 0 (6.155)

gets transformed under a null rotation into

y0 =
(

1 + b2

2

)
τ

y1 = b2

2 τ

yk = bkτ (6.156)

Let us denote the infinitesimal generators of this transformations by T (a, b).
Then

Tµ(a0, b = 0) = (1, 1, 0, 0)
Tµ(a2, b = 0) = (0, 0, 1, 0)
Tµ(a3, b = 0) = (0, 0, 0, 1) (6.157)

and

T (a = 0, b2) =


0 0 1 0
0 0 1 0
1 −1 0 0
0 0 0 0

 (6.158)

T (a = 0, b3) =


0 1 0 0
0 1 0 0
0 0 0 0
1 −1 0 0

 (6.159)

The non-vanishing commutators are

[Ta2 , Tb2 ] = Ta0

[Ta3 , Tb3 ] = Ta0 (6.160)
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We want to define plane gravitational waves in as similar a way as pos-
sible. The corresponding spacetime metric reads

ds2 = e2φ(u)
(
dτ2 − dξ2

)
− u2

(
cosh (2β(u))

(
dη2 + dζ2

)
+

sinh (2β(u)) cos (2θ(u))
(
dη2 − dζ2

)
− 2sinh (2β(u)) sin (2θ(u)) dηdζ

)
where u ≡ τ − ξ. The function β(u) defines the amplitude of the wave and
the function θ(u) the polarization. Let us hereinafter restrict to waves with
a fixed plane of polarization, θ = 0. In addition, Ricci flatness demands

2φ′(u) = u(β′(u))2 (6.161)

In the vierbein

e0 = e−φ
∂

∂τ

e1 ≡ e−φ
∂

∂ξ

e2 ≡
1
u
e−β

∂

∂η

e3 ≡
1
u
eβ

∂

∂ζ
(6.162)

The nonvanishing components of the Riemann tensor reads

R3130 = −R3131 = R1212 = R1220 = σ (6.163)

where
σ ≡ 1

u2 e−2φ(u)
(
β′′ + 2β

′

u
− u(β′)3

)
(6.164)

Let us consider sandwich waves with amplitude non-vanishing for a finite
range of ui ≤ u ≤ uf only (not including u = 0). Elsewere, spacetime is flat.
To be specific, in the overlapping regions where both the plane wave ansatz
as well as Minkowski coordinates are allowed, we can choose, for example
the flat form

φ = φ0 (6.165)
β = β0 (6.166)

In the filling the wave is a smooth deformation of this. Minkowski coordi-
nates are defined by

τ − ξ = t− x ≡ u

τ + ξ = e−2φ0

(
t+ x− y2 + z2

t− x

)
η = e−β0 y

u

ζ = eβ0 z

u
(6.167)



6.6. EXACT PLANE WAVES. 97

The mathing with the flat metric when u→ u−i involves

(β−, φ−) ≡ limu→u−i
(β, φ) (6.168)

whereas the one at u→ u+ involves

(β+, φ+) ≡ limu→u+
i

(β, φ) (6.169)

The matching can be done in a smooth manner in a finite overlapping region.
The BPR solutions can be generalized [26] giving an interesting family of
vacuum exact solutions (Petrov type N) is that of plane-fronted parallel
waves with parallel rays (PP waves). Define null coordinates through

u ≡ t− xn
v ≡ t+ xn (6.170)

These spaces are characterized by the existence of a parallel null vector,
that is

∇µZν = 0 (6.171)

This means that Z is a Killing vector field, and also that it is a gradient. If
it does not vanish anywhere, we can define a null coordinate such that

Z ≡ ∂

∂v
(6.172)

The Killing equation can be written as

£(Z)gµν = 0 = Zλ∂λgµν − ∂µZλgλν − ∂νZλgλµ = ∂vgµν (6.173)

On the other hand, the fact that

∇[µZν] = 0 (6.174)

conveys the fact that locally

Zµ ≡ gµv = ∂µu(x) (6.175)

The metric has then the form

ds2 = dudv +K(u, xT )du2 + 2Aa(u, xT )dxadu+ gab(u, xT )dxadxb (6.176)

where the transverse coordinates

xT ≡ (xa) (a = 1 . . . n− 2) (6.177)

In fact we are going to be specially interested in the case where

gab = δab (6.178)
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which are the real plane-fronted waves with parallel rays (often shortened to
pp waves). Note that the wave fronts

u = C (6.179)

are flat, then planar. The other part of the name (parallel rays) refers to
the existence of a parallel null vector. Shifts of the coordinate v

δv = Λ(u, xT ) (6.180)

belong to the residual gauge symmetry. Then

δK = 1
2∂aΛ

δAa = ∂aΛ (6.181)

Plane waves are a particular case where Aa = 0. Then

ds2 = dudv −Aab(u)xaxbdu2 − δabdxadxb (6.182)

where
We shall see in a moment that a plane wave is flat iff Aab = 0.
It is easy to check that the only nonvanishing component of the Riemann

tensor is
Ruaub = −Aab (6.183)

The Ricci tensor, in turn, has as the only nonvanishing component

Ruu = −δabAab (6.184)

in such a way that the scalar curvature vanishes

R = 0 (6.185)

The manifold is Ricci flat whenever the transverse matrix A is traceless.
The nonvanishing components of the Weyl tensor are given in by

Wuaub = −
(
Aab −

1
n− 2 δab tr A

)
(6.186)

which vanishes iff Aab is a pure trace. As a consequence, all curvature
invariants of a plane wave vanish.

The geodesic deviation equation (to be derived later) tells us that

d2

du2 δx
a = Aabδx

b (6.187)

which is an harmonic oscillator equation. This shows in particular that the
tidal forces become infinite whenever Aab diverges.
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One interesting aspect of PP waves is that they are generic in the sense
that every space time admits a PP wave as some limit, the Pentose limit of it.
The said Penrose limit is associated to a particular null geodesic congruence,
γ(λ), whose tangent vector is represented in adapted coordinates as

γ̇ = ∂u (6.188)

so that the geodesics themselves are parametrized by constant values of v
and the traneverse coordinates xkT . In Penrose’s coordinates

guu = gui = 0 (6.189)

so that the full metric reads

ds2 = −2dudv − a(u, v, xT )dV 2 − 2b(u, v, xT )dY idV − gij(u, v, xT )dxiTdx
j
T

(6.190)
We can interpret the coordinates (v, xiT ) labelling different geodesics in the
congruence, whereas u is an affine parameter along each geodesic.

Penrose first instructs us to first make a boost

(u, v, xT )→ (u/λ, λu, xT ) (6.191)

At the same time, we rescale all coordinates by

(u, v, xT )→ (λu, λv, λxT ) (6.192)

so that altogether we have

(u, v, xT )→
(
u, λ2v, λxT

)
(6.193)

Next we perform an overall rescaling of the metric

ds2 → 1
λ2ds

2 (6.194)

The end result is

ds2 = dudv−λ2a(u, λ2v, λxkT )dv2−2λb(u, λ2v, λxkT )dxiTdv−gij(u, λ2v, λxkT )dxiTdx
j
T

(6.195)
Taking now the limit when λ→ 0 yields

ds2
γ = dudv − gij(u)dxiTdx

j
T (6.196)

It is a fact that if two geodesics are related by an isometry, the Penrose
limits are themselves isometric. The limit preserves Ricci flatness, conformal
flatness and local symmetry.

Let us work out an example in detail. Consider the manifold with metric

ds2 = R2
1

(
dt2 − sin2 t dΩ2

n1−1

)
−R2

2

(
dθ2 − sin2 θdΩ2

n2−2

)
(6.197)
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We shall see later on that this represents the direct product of a n1-dimensional
constant curvature anti de Sitter space and an ordinary positive curvature
n2-dimensional sphere. This manifold is interesting because it can be an ex-
act background of string theory and as such is one of the components of the
celebrated AdS/CFT Maldacena duality. Let us introduce null coordinates

u ≡ R1 t−R2θ

v ≡ R2θ +R1 t (6.198)

so that

ds2 = dudv −R2
1 sin2 u− v

2R1
dΩ2

n1−1 −R2
2 sin2 u+ v

R1
dΩ2

n2−1 (6.199)

The Penrose limit is now easily obtained in Rosen coordinates

ds2
P = dudv − sin2 u

2R1
dy2
T − sin2 u

2R2
dz2
T (6.200)

6.7 Stationary spacetimes

We have already emphasized that the GR generalization of stationary grav-
itational field consist in demanding the there is a timelike Killing vector,
which can then be taken along the time direction, id est,

£(ξ)gαβ = ∇αξβ +∇βξα = 0 (6.201)

Then in the coordinate system adapted to the Killing vector,

ξ = ∂

∂t
(6.202)

this condition is simply
∂

∂t
gαβ = 0 (6.203)

In general,
g0i 6= 0 (6.204)

Spacetime is said to be static if the Killing is hypersurface orthogonal, which
is the case when

ξ ∧ dξ = 0 (6.205)
(by Frobenius’ theorem).

It is fact of life that the tangent vector to a geodesic, say k, then obeys

kα∇α (k.ξ) = kαξβ∇αkβ + kβkα∇αξβ = 0 + 0 = 0 (6.206)

The general form of the metric of a stationary space-time is

ds2 = A2(x2, x3)dt2 −B2(x2, x3) (dφ− ωdt)2 − C2(x2, x3)
(
dx2

2 + dx2
3

)
(6.207)
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where the two Killing vectors are given by

ξ ≡ ∂

∂t

χ ≡ ∂

∂φ
(6.208)

A tetrad defining a LIF is

e0 = Adt

e1 ≡ ωBdt−Bdφ
e2 ≡ Cdx2

e3 ≡ Cdx3 (6.209)

A given observer will have a four velocity

uα ≡ dxα

ds
= γ (1,Ω, ẋ2, ẋ3) (6.210)

where

Ω ≡ dφ

dt
≡ φ̇

γ ≡ dt

ds
= 1√

A2 −B2 (Ω− ω)2 − C2v2
T

(6.211)

where
v2
T ≡ ẋ2

2 + ẋ3
2 (6.212)

In the LIF defined by our tetrad the four velocity is measured as

ua ≡ eaµ
dxµ

dt
= (A,B (ω − Ω) , Cẋ2, Cẋ3) (6.213)

An observer at rest in a LIF (which means that Ω = ω) will have angular
velocity ω in a coordinate frame. An observer at rest in a coordinate frame
(FIDO) which means Ω = 0 will have angular velocity −ω in a LIF. This
dragging of inertial frames is due to the angular momentum of the source
(proportional to ω) and has been studied by Lense and Thirring.

6.8 Noether charges and superpotentials

There are two cases to consider essentially different.

• Non-covariant appproach without boundary terms. Let us re-
view here the non-covariant approach leadinbg to pseudotensors, first
pioneered by Einstein [19] himself.
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The Einstein-Hilbert lagrangian reads (we suppress the overall factr
− 1

2κ2 = − c3

16πG).

L =
√
|g|
{
− 1

2g
νβgλδgµε∂µgεδ (−∂λgνβ + ∂βgνλ + ∂νgβλ) +

+1
2g
νβgµλ (−∂µ∂λgνβ + ∂µ∂βgνλ + ∂µ∂νgβλ) + 1

2g
µεgλδ∂βgεδ (−∂λgµν + ∂µgλν + ∂νgλµ) +

−1
2g
µλ (−∂β∂λgµν + ∂β∂µgνλ + ∂β∂νgµλ) +

+1
4g
βνgµλ (−∂λgµσ + ∂µgλσ + ∂σgµλ) gσδ (−∂δgβν + ∂νgβδ + ∂βgνδ)−

−1
4g
βνgµλ (−∂λgβσ + ∂βgλσ + ∂σgβλ) gσδ (−∂δgµν + ∂νgµδ + ∂µgνδ)

}
(6.214)

It follows that
∂LEH
∂gαβ

=
√
|g|
(1

2g
αβR−Rαβ

)
(6.215)

and

∂LEH
∂ (∂µgαβ) =

√
|g|
(
−Γβρσgρσgαµ + Γµρσgραgβσ + Γαρσgρσgβµ + Γµρσgρσgαβ

)
(6.216)

as well as

∂LEH
∂ (∂µ∂νgαβ) = 1

2

√
|g|
{(

gµαgβν + gναgµβ
)
− gµνgαβ

}
(6.217)

A general variation of the lagrangian can be written as

δLEH ≡ ∂LEH
∂gαβ

δgαβ + ∂LEH
∂(∂µgαβ)δ∂µgαβ + ∂LEH

∂(∂µ∂νgαβ)δ∂µ∂νgαβ =

= ∂LEH
∂gαβ

δgαβ + ∂µ

(
∂LEH

∂(∂µgαβ)δgαβ
)
−
(
∂µ

∂LEH
∂(∂µgαβ)

)
δgαβ +

+∂µ
(

∂LEH
∂(∂µ∂νgαβ)δ∂νδgαβ

)
+
(
∂µ∂ν

∂LEH
∂(∂µ∂νgαβ)

)
δgαβ − ∂ν

(
∂µ

∂LEH
∂(∂µ∂νgαβ)δgαβ

)
=

= δSEH
δgαβ

δgαβ + ∂µ

(
∂LEH

∂(∂µgαβ)δgαβ + ∂LEH
∂(∂µ∂νgαβ)δ∂νδgαβ − ∂ν

∂LEH
∂(∂µ∂νgαβ)δgαβ

)
≡

= δSEH
δgαβ

δgαβ + ∂µj
µ (6.218)

where the canonical EM are given by

δSEH
δgαβ

≡ ∂LEH
∂gαβ

− ∂µ
∂LEH

∂ (∂µgαβ) + ∂µ∂ν
∂LEH

∂ (∂µ∂νgαβ) (6.219)

It so happens that

δSEH
δgαβ

= 1
2g
αβR−Rαβ − ∂µ

(√
|g|
(
−Γβρσgρσgαµ + Γµρσgραgβσ + Γαρσgρσgβµ+

+Γµρσgρσgαβ
))

+ ∂µ∂ν
(

1
2
√
|g|
((
gµαgβν + gναgµβ

)
− gµνgαβ

))
(6.220)
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Under a diffeomorphism

δgαβ = ξµ∂µgaβ + ∂αξ
λgλβ + ∂βξ

λγαλ

δ∂νgαβ = ∂νξ
µ∂µgaβ + ξµ∂ν∂µgaβ + ∂ν∂αξ

λgλβ + ∂αξ
λ∂νgλβ +

+∂ν∂βξλgαλ + ∂βξ
λ∂νgαλ (6.221)

Now
δL = ∂µ (ξµL) (6.222)

Then we learn that on shell

∂µ (−Lξµ + jµ) ≡ ∂µ
(
ξλ Tµλ + ∂λξ

σ Uµλσ + ∂λ∂σξ
δ V

µ(λσ)
δ

)
= 0
(6.223)

Taking into account that ξµ is arbitary, we get the cascade equations
of Julia and Silva [14]

ξλ
(
∂µT

µ
λ

)
= 0

∂µξ
λ
(
Tµλ + ∂ρU

ρµ
λ

)
= 0

∂λ∂σξ
δ
(
Uλσδ + ∂µV

µλσ
δ

)
= 0

∂µ∂λ∂σξ
δ
(
V

(µ(λσ))
δ

)
= 0 (6.224)

The energy-momentum pseudotensor is given by

Tµλ = −Lδµλ +
(

∂L
∂∂µgαβ

− ∂ν ∂L
∂∂µ∂νgαβ

)
∂λgαβ + ∂L

∂µ∂νgαβ
∂ν∂λgαβ =

= −Rδµλ +
√
|g|
((
−Γβρσgρσgαµ + Γµρσgραgβσ + Γαρσgρσgβµ + Γµρσgρσgαβ

)
∂λgαβ+

+1
2

(
gµαgβν + gναgµβ − gµνgαβ

)
∂ν∂λgαβ

)
= (6.225)

• It is also possible to proceed as follows. Starting from

δRµ ναβ = ∇αδΓµνβ −∇βδΓ
µ
να (6.226)

where

δΓµαβ ≡
1
2g

µλ (−∇λδgαβ +∇αδgλβ +∇βδgλα) (6.227)

The variation of the curvature scalar

δR ≡ gνβδRνβ = gνβ∇µδΓµνβ −∇βδΓµνµ = 1
2g
νβ

{
gµλ ×

×∇µ (−∇λδgνβ +∇βδgλν +∇νδgλβ)− gµλ∇β ×

× (−∇λδgνα +∇νδgλα +∇αδgνλ)
}

(6.228)
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and
δ
√
|g| = 1

2

√
|g|gαβδgαβ (6.229)

Then

δSE =
∫
d(vol)

{(
−Rαβ + 1

2 Rg
αβ
)
δgαβ +∇µjµ [gαβ, δgαβ]

}
where the precise expression for the current jµ will be given momen-
tarily.

• We have just seen that the full variation of the Einstein-Hilbert la-
grangian can be expressed as

δSEH = − 1
2κ2

∫ {
δS

δgµν
δgµνd(vol) +∇µjµ

}
d(vol) (6.230)

with

jµ ≡ ∇µgρσδgρσ −∇σδgµσ = gµλgρσ∇λδgρσ −∇σδgµσ =

= gµλgρσ
(
∂λδg

ρσ + Γρλδδgδσ + Γσλδδgρδ
)
− ∂λδgµλ − Γµλδδgγλ − Γλλδδgµδ

Now, under a diffeomorphism

δgµλ = −gµσgλρδgσρ = ξδ∂δg
µλ − ∂δξµgδλ − ∂δξλgµδ (6.231)

Then

jµ = gµλgρσ

{
∂λ
(
ξδ∂δg

ρσ − ∂δξρgδσ − ∂δξσgρδ
)

+

+Γρλδ
(
ξα∂αg

δσ − ∂αξδgασ − ∂αξσgδα
)

+

+Γσλδ
(
ξα∂αg

ρδ − ∂αξρgαδ − ∂αξδgαρ
)}
−

−∂λ
(
ξα∂αg

µλ − ∂αξµgαλ − ∂αξλgµα
)
−

−Γµλδ
(
ξα∂αg

δλ − ∂αξδgαλ − ∂αξλgµα
)
−

−Γλλδ
(
ξα∂αg

µδ − ∂αξµgαδ − ∂αξδgµα
)

(6.232)

Grouping terms with the same number of derivatives of the generator
ξα √

|g| jµ ≡ ξρ Tµρ + ∂νξ
ρ Uµνρ + ∂δ∂νξ

ρ V µνδ
ρ (6.233)

Now for a diffeomorphism

δSEH = 0 (6.234)
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Then on shell (that is when δSEH
δgµν

= 0),

∇µjµ = 1√
|g|

∂µ

(√
|g|jµ

)
= 0 (6.235)

Now different order of derivatives of the arbitrary parameters ξρ are
totally independent, so that their coefficients have got to vanish.

It follows that on shell
∂µT

µ
ρ = 0 (6.236)

as well as
∂µξ

ρ Tµρ + ∂µξ
ρ ∂λ U

λµ
ρ = 0 (6.237)

Then
Tµρ = −∂λ Uλµρ (6.238)

The objects Uλµρ are traditionally called superpotentials in the litera-
ture.

It is also the case that

Uµνρ = −∂λV λ(νµ)
ρ (6.239)

where V λ(νµ)
ρ constitute another set of superpotentials, which are con-

strained by

V (µνδ)
ρ = 0 (6.240)

Let us proceed to the computation of the superpotentials. For that
purpose it is better to rewrite the Noether current corresponding to
Diff as

jµ = ∇µgρσδgρσ −∇σδgµσ = −2∇µ∇λξλ +∇σ (∇µξσ +∇σξµ) =

=
(
gαβδµλ − gαµδ

β
λ

)
∇α∇βξλ +Rµλξ

λ (6.241)

owing to Ricci identity’s

[∇µ,∇λ] ξρ = Rµλρσξ
σ (6.242)

Now

∇µjµ =
(
gαβδµλ − gαµδ

β
λ

)
∇µ∇α∇βξλ +∇µRµλ ξλ +Rµλ∇µξλ

Let us work out the triple covariant derivative
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• Let us consider now boundary terms. In this case there is an
extra contribution to the variation, namely∫

∂M

√
|h|d3y jµnµ (6.243)

where n is the unit normal to the boundary, and hij is the induced
metric on it. The full spacetime metric is related to the induced metric
through

gαβ = hαβ ± nαnβ (6.244)

in case n2 = ±1. The null case is more complicated and should be
dealt with separately.
In the above derivation wa have assumed that ∂V = 0. This is not
the case in mosr circumstances. For example, one can integrate on the
slice of spacetime defined by

ti ≤ t ≤ tf (6.245)

where t is some cosmic time. Then the boundary includes the hyper-
surfaces Σi and Σf , where

Σ ≡ t = constant (6.246)

Let us then repeat the analysis keeping the boundary terms. This is
hard work.

δR = Rµνδg
µν +

(
gµν∇2 −∇µ∇ν

)
δgµν (6.247)

The boundary term in the Einstein-Hilbert variation then reads

S∂V = − c3

16πG

∫
∂V
dn−1y

√
|h| nρ (gµν∇ρδgµν −∇νδgρν) ≡ − c3

16πG

∫
∂V
dn−1y

√
|h| nρJρ

(6.248)
Taking into account that

δgαβ|∂V = 0 (6.249)

as well as

(gµν�−∇µ∇ν) δgµν = ∇µ
(
∇λδgµλ −∇µgαβδgαβ

)
(6.250)

(remember that gαβ = nαnβ + hαβ), it is possible to write

nρJρ = nρ (gµν∇ρδgµν − gρσ∇νδgσν) =

nρgαβ
(
∇αδgρβ −∇ρδgαβ

)
= nρ (nαnν + hαβ)

(
∇αδgρβ −∇ρδgαβ

)
=

= −nρhµν∂ρδgµν (6.251)
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The product of three normals are symmetric in (ρα), whereas the
factor in the variations is antisymmetric with respect to thsese same
indices [ρα]. The product then vanishes.
Besides, tangential derivatives of the variation of the metric must van-
ish as well: hµν∂νδgρσ = 0. We are then left with the stated term
only.
This surface variation can be cancelled with the boundary action

S∂V ≡
c3

8πG

∫
∂V

√
|h|dn−1y K (6.252)

where

K ≡ ∇αnα =
(
nαnβ + hαβ

)
∇βnα = hαβ∇βnα (6.253)

In fact (on the boundary δhαβ = 0), and

δΓραβ = 1
2g

ρλ (−∇λδgαβ +∇αδgλβ +∇βδgαλ) (6.254)

δK = −hαβδΓραβnρ = 1
2h

αβnλ∂λδgαβ (6.255)

which precisely cancels the boundary term in the variation of the bulk
piece of the Einstein-Hilbert action.
A perfect fluid as the one that is usually taken to represent the coarse
grained material content in cosmology has

Tαβ ≡ (ρ+ p)uαuβ − pgαβ (6.256)

So that a cosmological constant corresponds to

ρ = −p

p = 1
κ2λ (6.257)

The Einstein vacuum equations reduce to the Ricci flatness condition
for the corresponding space

Rµν = 0 (6.258)

6.8.1 The Γ− Γ noninvariant lagrangian-

The EH lagrangian has got clearly two pieces in it. Let us dub

Sαβ ≡ ΓσβρΓρσα − ΓσσρΓ
ρ
αβ (6.259)
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and
LS ≡

√
g gαβSαβ (6.260)

It is a fact that

LEH =
√
|g|
(
gαβ∂βΓσασ − ∂ρΓ

ρ
αβ

)
+ LS = ∂β

(√
|g|gαβΓσασ

)
− ∂ρ

(√
|g| gαβΓραβ

)
−

−∂β
(√
|g|gαβ

)
Γσασ + ∂ρ

(√
|g|gαβ

)
Γραβ + LS = ∂β

(√
|g|gαβΓσασ

)
− ∂ρ

(√
|g| gαβΓραβ

)
−

−LS =

where we have used

∂ρ

(√
|g|gαβ

)
=
√
|g|
(
∂ρ
√
|g|√
|g|

gαβ − Γαρµgµβ − Γβρµgαµ
)

=
√
|g|
(
Γσσρgαβ − Γαρµgµβ − Γβρµgαµ

)
so that

− ∂β
(√
|g|gαβ

)
Γσασ + ∂ρ

(√
|g|gαβ

)
Γραβ = −2LS (6.261)

This shows that the Einstein-Hilbert lagrangian and Schrödinger’s
Γ− Γ lagrangian differ by a total derivative, and thus yield the same
equations of motion.
This is remarkable, because LS is not diffeomorphism invariant. On
the other hand, it depends only on first derivatives of the metric; this
then gives a new insight insight explaining why Einstein’s equations
are second order.
There are many lessons to be drawn fro this fascinating lagrangian; for
example, that the symmetries of the equations of motion do not have
to coincide with the ones of the lagrangian; they can be enhanced, as
is the case here.

6.8.2 The first order formalism.

Assume there is a frame ea(x) (a section of the cotangent bundle)

L = − 1
2κ2R

a
b ∧

1
2εabcde

c ∧ ed (6.262)

Define a spin (Lorentz) connection such that under a Lorentz trans-
formation (such that L−1

ab = Lba)

ωa b → La uω
u
v(L−1)v b − (L−1)c b dLa c (6.263)

That is, when ωa b ≡ δab + λab

δωa b = λa u ω
u
b − ωa v λv b − dλa b (6.264)
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We define the curvature two-form

Ra b ≡ dωa b + ωa c ∧ ωc b
(6.265)

the torsion two-form

T a ≡ Dea ≡ dea + ωa b ∧ eb (6.266)

and the non-metricity one-form

Ωab ≡ Dηab = dηab + ωab + ωba (6.267)

From the definitions some identities (Bianchi) can be derived

dRa b = dωa c ∧ ωc b − ωa c ∧ dωc b =
(
Ra c − ωa d ∧ ωd c

)
∧ ωc b −

−ωa c ∧
(
Rc b − ωc d ∧ ωd b

)
= Ra c ∧ ωc b − ωa c ∧Rc b (6.268)

which can also be written as

DRa b = 0 (6.269)

It is also a fact that

dT a = dωa b ∧ eb − ωa b ∧ deb = (Ra b − ωa c ∧ ωc b) ∧ eb −
−ωa b ∧

(
T b − ωc d ∧ ed

)
= Ra b ∧ eb − ωa b ∧ T b (6.270)

that is
DT a = Ra b ∧ eb (6.271)

Finally

dΩab = dωab + dωba (6.272)

that is

Dωab ≡ dΩab + ωa c ∧
(
ωcb + ωbc

)
+ ωb c (ωac + ωca) =

= dωab + dωba + ωa c ∧
(
ωcb + ωbc

)
+ ωb c (ωac + ωca) = Rab +Rba

The variation yields

δS = − 1
2κ2

∫
d4x

(
Dδωa b ∧

1
2εabcde

c ∧ ed +Ra b ∧
1
2εabcd

(
δec ∧ ed + ec ∧ δed

))
(6.273)
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The EM then read

εabcdD
(
ec ∧ ed

)
= 0

εabcdR
a
b ∧ ec = 0 (6.274)

Under local Lorentz transformations the Noether currrent reads

jL ≡ δLωa b ∧ ∂L
∂dωa b

= 1
2 (λa u ωu b − ωa v λv b − dλa b) ∧ εabcdec ∧ ed ≡
≡ λu vjvu + dλu v ∧ Uv u (6.275)

where

jv u = (ωv bεubcd − ωa uεavcd) ∧ ec ∧ ed

Uv u = −εvucdec ∧ ed (6.276)

Now the condition
djL = 0 (6.277)

yields a Julia-Silva cascade

jvu + dUv u = 0
djv u = 0 (6.278)

Under Diff
δxµ = ξµ(x) (6.279)

the variation of the different forms is

δωa b = (diξ + iξd)ωa b
δea = (diξ + iξd) ea (6.280)

δL = £(ξ)L = (diξ + iξd)L = diξL (6.281)

Noether tells us that

djξ ≡ d
(
iξL−£(ξ)ωa b ∧ εabcdec ∧ ed

)
= 0 (6.282)

Now using the fact that

£(fX)α = f£(X)α+ df ∧ iXα (6.283)

when fX = ξρ∂ρ,

£(ξ)ω = ξρ£(∂ρ)ω + dξρi∂ρω (6.284)

it follows that
jξ = ξρτρ + dξρ ∧ σρ (6.285)
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with

τρ = i(∂ρ)L−£(∂ρ)ωa b ∧ εabcdec ∧ ed

σρ = i(∂ρ)ωa b ∧ εabcdec ∧ ed (6.286)

The cascade leads to the superpotential

τρ = dσρ (6.287)

The theory is also Weyl invariant in some sense under

δωa b = ω(x)δab (6.288)

This is quite trivial, because when the non-metricty vanishes, the con-
nection is antisymmetric

ωab = −ωba (6.289)

In case there is a symmetric piece

ω = ωS + ωA (6.290)

they decpuple in the sense that

R = RS +RA (6.291)

and RS does not contribute to the action.

More

It is vary easy to derive a first order action principle provided one is
willing to postulate that the torion of the connection vanishes.

S =
∫
dnx

√
|g|gµν Rµν(Γ) (6.292)

Here the connection is itself a variable, so that we cannot integrate by
partis covariant derivatives.
The so called Palatini identity tells us that

δRµ ναβ = ∇αδΓµνβ −∇βδΓ
µ
να (6.293)

and
δRµν = ∇λδΓλµν −∇νδΓλµλ (6.294)

We can then write

δSp =
∫ √
|g| dnx

{(
Rµν −

1
2Rgµν

)
δgµν +

+gµν
(
∇λδΓλµν −∇νδΓλµλ

)}
(6.295)
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It is useful to use again the variable√
|g|gµ ≡ gµν (6.296)

δSp =
∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν + gµν

(
∇λδΓλµν −∇νδΓλµλ

)}
=∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν +∇λ

(
gµνδΓλµν − gλµδΓσµσ

)
+∇λgµνδΓλµν +∇νgµνδΓσµσ

}
=∫

dnx

{(
Rµν −

1
2Rgµν

)
δgµν −∇λgµνδΓλµν +∇νgµνδΓσµσ

}
(6.297)

because for a tensor density

∇λtλ = ∂λt
λ (6.298)

This means that
∇λgµν = δλν∇ρgµρ (6.299)

which is easily seen to imply

∇λgµν = 0 (6.300)

so that the metric is covariantly constant and the connection is the
Levi-Civita one.
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The Schwarzschild vacuum
solution.

In any static space-time, the frequency of any radiation observed by a FIDO

u ≡ ξ√
ξ2 (7.1)

is given by
ω ≡ k.u√

ξ2 (7.2)

A possible definition of a spherically symmetric space-time is

M2 × S2 (7.3)

where M2 is a two-dimensional lorentzian manifold. The metric reads

ds2 = B2(t, r)dt2 −A2(t, r)dr2 − r2dΩ2
2 (7.4)

There is a natural tetrad, namely

e0 ≡ B dt

e1 ≡ A dr

e2 ≡ r dθ
e3 ≡ rsin θ dφ

(7.5)

In the corresponding LIF
R02 = 2 ∂0A

rBA2 (7.6)

so that
A = A(r) (7.7)

113
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only. On the other hand, still in the LIF

R22 −R00 = 2
r

1
A2∂rlog (AB) (7.8)

We learn that
AB = f(t) (7.9)

It is plain that we can always redefine the time coordinate in such a way
that f(t) = 0. This is actually Birkhoff’s theorem: the space-time external
to an spherical mass is necessarily static. The other equation reads

{R33 = 0} ⇔
{

2∂rA
A

1
A2r

= 1
r2

(
1− 1

A2

)}
(7.10)

The solution to this equation is

1
A2 = 1− rS

r
(7.11)

The Schwarzschild metric (Petrov Type D) is given by

ds2 =
(

1− rS
r

)
dt2 − dr2

1− rS
r

dr2 − r2dΩ2
2 (7.12)

where the Schwarzschild radius is give by

rS ≡
2GM
r

(7.13)

The Killing vector is given by

ξ = ∂

∂t
(7.14)

so that its square is
ξ2 = g00 = 1− rS

r
(7.15)

For the Sun, rS ∼ 3 km. The formula above then tells us that

ω1
ω2

=
√
k2

2
k2

1
=

√√√√1− rS
r2

1− rS
r1

(7.16)

This is nothing but a fancier derivation of the gravitational redshift formula.
A FIDO at r0 =∞ will measure a frequency

ω0 = ωr

√
1− rS

r
(7.17)

which is smaller than ωr (that is, the waves are redshifted) and actually
vanishes when r ∼ rS ; there is an infinite redshift for all waves emitted at
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the horizon. In order to observe a finite frequency at infinity, the frequency
close to the horizon (that is, at a distance r = rS + ε ) must be

ωε = 2ω0
rS
ε

(7.18)

which is transplanckian for

ε ≤ 2 ω0
MP

rS (7.19)

7.1 Timelike geodesics.

We shall follow the thorough analysis in [3]. The equivalent lagrangian reads

L = 1
2

{(
1− rS

r

)
ṫ2 − ṙ2

1− rS
r

− r2 θ̇2 − r2sin2 θ φ̇2
}

(7.20)

Cyclic coordinates:

pt ≡
(

1− rS
r

)
ṫ = E = const

pφ ≡ r2sin2 θ φ̇ = const (7.21)

On the other hand,

d

dτ

(
r2θ̇
)

= r2sin θ cos θ φ̇2 (7.22)

so that if we assign θ = π
2 when θ̇ = 0, then θ̈ = 0, and θ = π

2 forever. We
shall therefore restrict ourselves to the plane θ = π

2 . Then

r2φ̇ ≡ L (7.23)

The normalization of the four velocity now takes the form

E2

1− rS
r

− ṙ2

1− rS
r

− L2

r2 = (1, 0) (7.24)

for timelike or null geodesics, respectively. Let us restrict to the timelike
case for the time being. Then(

dr

dτ

)2
+
(

1− rS
r

)(
1 + L2

r2

)
= E2

dφ

dτ
= L

r2 (7.25)

dr

dφ
=

√
(E2 − 1) r

4

L2 + rS
L2 r

3 − r2 + rSr (7.26)
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and in terms of the convenient variable u ≡ r−1

du

dφ
=

√
rSu3 − u2 + rSu

L2 −
1− E2

L2 (7.27)

Once this equation is solved the problem is completely determined through

dτ

dφ
= 1
Lu2 (7.28)

dt

dφ
= E

Lu2(1− rSu) (7.29)

• Let us begin by considering the simplest instance, namely the radial
geodesics. Those have zero angular momentum The equations are

dr

dτ
=
√
rS
r
− (1− E2)

dt

dτ
= E

1− rS
r

(7.30)

We shall consider boundary conditions such that they start with

r = ri

ṙ = 0 (7.31)

Then
ri = rS

1− E2 (7.32)

We define an auxiliary variable η such that

r = rS
1− E2

1 + cos η
2 = rS

1− E2 cos
2 η

2 = ricos2
η

2 (7.33)

It is plain that
η = 0 (7.34)

when
r = ri (7.35)

The horizon crossing (r = rS) is located at

ηH ≡ 2sin−1 E (7.36)

and the singularity at r = 0 is reached when

η = π (7.37)
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The equations to be integrated are

dr

dτ
= −

√
1− E2tg η

2 = −
√
rS
ri
tg η

2
dr

dη
= −risin

η

2 cos η2 (7.38)

Now
dt

dη
≡ dt

dη

dτ

dr

dr

dη
=

Ecos2 η
2

cos2 η
2 − cos2 ηH

2
(7.39)

It follows
dτ

dη
=

√
r3
i

rS
cos2 η

2 =

√
r3
i

rS
(1 + cos η) (7.40)

so that normalizing such that τ = 0 at η = 0

τ =

√
r3
i

rS
(η + sin η) (7.41)

This means that the particle crosses the horizon at a finite proper time

τH =

√
r3
i

rS
(ηH + sin ηH) (7.42)

and reaches the singularity in a finite proper time as well

τ0 = π

√
r3
i

4rS
(7.43)

This is what would have measured a FREFO.
To obtain the corresponding coordinate time (as measured by a FIDO)
we have to integrate

dt

dη
= E

√
r3
i

rS

cos4 η
2

cos2 η
2 − cos2 ηH

2
(7.44)

The result of the quadrature is

t = E

√
r3
i

rS

(
η + sin η

2 + (1− E2)η
)

+ rS log
tg ηH

2 + tg η
2

tg ηH
2 − tg η

2
(7.45)

It is plain that the FIDO time diverges logartithmically when η → ηH .

• Let us now consider in detail the bound orbits (they correspond to
E2 < 1)
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They are defined through

du

dφ
=
√
f(u) ≡

√
rSu3 − u2 + rS

L2u−
1− E2

L2 (7.46)

The roots of
f(u) = 0 (7.47)

it being a cubic polynomial, fall into two classes: either there are three
real roots, or else there is one real root and two complex conjugate
ones. At any rate

limu→±∞ = ±∞

f(u = 0) = −1− E2

2 < 0

u1u2u3 = 1− E2

rSL2

u1 + u2 + u3 = 1
rS

(7.48)

In fact there are five possibilities for the real roots. Let us call the
roots ui

– i. 0 < u1 < u2 < u3.
Then there are two distict orbits confined to the intervals in which
f(u) ≥ 0, that is, either

u1 ≤ u ≤ u2 (7.49)

(this is an orbit that oscillates between two extreme values of r,
namely, 1

u1
and 1

u2
) or else

u ≥ u3 (7.50)

(which starting at certain aphelion distance (namely 1
u3

finishes
at the singularity. These two classes of orbits are dubbed first
and second kind

– ii. 0 < u1 = u2 < u3.
Then the orbit of the first kind is a stable circular orbit of zero
eccentricity.

– iii. 0 < u1 < u2 = u3
Then the orbit of the first kind starts at aphelion 1

u1
and spirals

towards the circle of radius 1
u3
. The orbit of the second kind

spirals towards the singularity.
– iv. 0 < u1 = u2 = u3

There is an ustable circular orbit of radius 1
u1
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– v. 0 < u1 u2 = u∗3.
In this case all orbits finish at the singularity

Let us now concentrate on the orbits of the first kind. We define
the latus rectum, l and the eccentricity, 0 ≤ e < 1 through

u1 ≡
1− e
l

u2 ≡
1 + e

l

u3 ≡
1
rS
− 2
l

(7.51)

The ordering u2 < u3 that we have assumed implies that

l ≥ rS(3 + e) (7.52)

Let us define
µ ≡ rS

2l (7.53)

so that
µ ≤ 1

2(3 + e) (7.54)

or what is the same thing,

1− 6µ− 2µe ≥ 0 (7.55)

Now

f(u) = rs

(
u− 1− e

l

)(
u− 1 + e

l

)(
u− 1

rS
+ 2
l

)
(7.56)

and consistency implies

rS
2L2 = 2l − rS(3 + e2)

2l2
1− E2

L2 = (1− 2rS)(1− e2)
l3

(7.57)

that is

1
L2 = 21− µ(3 + e2)

lrS
1− E2

L2 = (1− 4µ)(1− e2)
l2

(7.58)

from which it easily follows that

µ <
1

3 + e2 (7.59)
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as well as
µ <

1
4 (7.60)

It is a fact that
E2

L2 = 2(2µ− 1)2 − 4µ2e2

lrS
(7.61)

Let us now make the substitution

u = 1 + e cos χ
l

(7.62)

where χ is the relativistic anomaly, which is such that χ = π at aphe-
lion, and χ = 0 at perihelion. Then(

dχ

dρ

)2
= 1− 2µ (3 + ecos χ) = (1− 6µ+ 2µe)− 4µ e cos2 χ2 (7.63)

so that
dχ

dρ
=
√

1− 6µ+ 2µe
√

1− k2cos2χ2 (7.64)

with
k2 ≡ 4µe

1− 6µ+ 2µe (7.65)

Our previous inequalities mean that

k2 ≤ 1 1− 6µ+ 2µe > 0 (7.66)

Thie means that

φ = 2√
1− 6µ+ 2µeF

(
π − χ

2 , k

)
(7.67)

where the Jacobian elliptic integral is defined as

F (ψ, k) ≡
∫ ψ

0

dx√
1− k2 sin2 x

(7.68)

and the origin of φ has been chosen at the aphelion χ = π. Perihelion
occurs at χ = 0 (ψ = π

2 ). The solution includes

τ = 1
L

∫
dφ

u2 = 1
L

∫
dφ

χ

dχ

u2 =√
2l3 (1− µ(3 + e2))

rS

∫ π

χ
dχ

1
(1 + e cos χ)2√1− 2µ (3 + e cos χ)

=

TN
2π

√
(1− e2)3 (1− µ(3 + e2)) (7.69)
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as well as

t = E

L

∫
dφ

dχ

dχ

u2 (1− urS) =
√

2l3 ((2µ− 1)2 − 4µ2e2)
rS

×∫ π

χ
dχ

1
(1− 2µ(1 + e cos χ) (1 + e cos χ)2√1− 2µ (1− 2µ(3 + e cos χ)

=

TN
2π

√
(1− e2)3 ((2µ− 1)2 − 4µ2e2) (7.70)

where the Newtonian period of the orbit with the same eccentricity
and latus rectum

TN ≡
√

8π2l3

(1− e2)3rS
(7.71)

Let us now consider the case ii) e=0 when the two roots u1 = u2
coincide and the case iii) 2µ(3 + e) = 1 when the roots u2 = u3.

• The case e = 0. In this case the orbit is a circle w ith

rc = l

µ = rS
2rc

(7.72)

Using

1
L2 =

2− 3rS
rc

rcrS

E2

L2 = 2

(
rS
rc
− 1

)2

rcrS
(7.73)

The first equation can be rewritten as

r2
c − 2L

2

rS
rc + 3L2 = 0 (7.74)

so that

rc = L2

rS

1±

√
1− 3 r

2
S

L2

 (7.75)

This means that no circular orbit is possible when

L

M
< 2
√

3 < (7.76)

and for the minimum value of this ratio

rc = 3rS
E2 = 8

9 (7.77)
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On the other hand, the largest root of the quadratic equation corre-
sponds to a minimum of the potential energy, while the smaller root
corresponds to a maximum. The respective allowed ranges read

3rS < rc <∞ (stable)
3
2rS ≤ rc ≤ 3rS (unstable) (7.78)

The periods are given by

τP = TN

√
1− 3µ
1− 6µ

tP = TN
1√

1− 6µ (7.79)

When µ = 1
6 and rc = 3rS then tP =∞.

• The case 2µ (3 + e) = 1. The perihelion and aphelion distances are
given by

rP ≡
1

1 + e
= rS

3 + e

1 + e

rA ≡ rS
e+ 3
1− e (7.80)

They are restricted to the interval

2rS ≤ rP < 3rS (7.81)

Besides
L2

r2
S

= (3 + e)2

(3− e)(1 + e)

1− E2 = 1− e2

9− e2 (7.82)

The modulus k2 = 1 and besides(
dχ

dφ

)2
= 4µesin2 χ

2 (7.83)

which means that
φ = − 1

√
µe

log tg χ

4 (7.84)

so that φ = 0 whenever χ = π, and φ =∞ when χ = 0 at the perihe-
lion approach. The orbit approaches the circle at rP asymptotically,
spiralling around it an infinite number of times. Actually, this orbot
continues into the interior of the corcle as an orbit of the seconfd kind
to plunge eventually into the singularity.
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• The post-newtonial approximation.
The quantity

µ ≡ rS
2l ∼ 10−6 (7.85)

is usually quite small. Expanding to first order in µ we learn that

− dφ = dχ (1 + 3µ+ µe cos χ) (7.86)

namely
− φ = (1 + 3µ)χ+ µe sin χ+ C (7.87)

The change in φ after one complete revolution during which ∆χ = 2π
is given by 2(1 + 3µ)π. The advance of the perihelion (Einstein) per
revolution is then given by

∆φ ≡ 3πrs
l

= 3π rS
a(1− e2) (7.88)

where a denotes the semi-major axis of the Keplerian ellipse.

• Orbits of the second Kind
These have their aphelions at 1

u3
and eventually plunge into the singi-

larity at r = 0. Given the fact that

u1 + u2 + u3 = 1
rS

(7.89)

and
u1 + u2 > 0 (7.90)

as well as
u3 <

1
rS

(7.91)

all these orbits stay outside the horizon. Let us make the substitution

u ≡
( 1
rS
− 2
l

)
+
( 1
rS
− 3 + e

l

)
tg2 ξ

2 (7.92)

Then when ξ = 0,
u = u3 = 1

rS
− 2
l

(7.93)

and when ξ →∞
u→∞ (7.94)

and the ODE reduces to(
δξ

dφ

)2
= (1− 6µ+ 2µe)

(
1− k2 sin2 ξ

2

)
(7.95)
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so that
φ = 2√

1− 6µ+ 2µe F
(
ξ

2 , k
)

(7.96)

At aphelion, when ξ = φ = 0; and at the sigunlarity, ξ → π and

φ = φ0 ≡ φ = 2√
1− 6µ+ 2µe K (k) (7.97)

where K(k) denotes the complete elliptic integral

K(k) ≡
∫ π

2

0

dz√
1− k2 sin2 z

(7.98)

Proper and coordinate time can be found through

dτ

dξ
= 1
Lu2

dφ

dξ

dt

dξ
= E

Lu2 (1− urS)
dφ

dξ
(7.99)

This means that the parts of the orbits with r < rS are inaccesible to
a FIDO outside the horizon. Let us now consider two special cases:

• e=0 Then k2 = 0 and we can write

ξ =
√

1− 6µ (φ− φ0) (7.100)

as well as

u = 1
l

+
( 1
rS
− 3
l

)
sec2

(√
1− 6µ

2 (φ− φ0)
)

(7.101)

In spite of having zero eccenticity, this orbit is not a circle. Starting
at an aphelion distance 1

u3
(so that

3
2rS ≤

1
u3
≤ 3rS) (7.102)

when φ = φ0, it reaches the singularity when

φ− φ0 = π√
1− 6µ (7.103)

after circling one or more times. The circle at 1
u3

is the envelope of
tehse solutions. The case e = 0 and 6µ = 1 must be treated separately.
Then all three roots of the equation f(u) = 0 coincide and

u1 = u2 = 1
3rS

(7.104)
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Then (
du

dφ

)2
= rS

(
u− 1

3rS

)3
(7.105)

which means that
u = 1

3rS
+ 4
rS (φ− φ0)2 (7.106)

The orbit approaches the circle at r = 3rS asimptotically.

• The case 2µ(3 + e) = 1 Then the roots of f(u) = 0 read

u1 = 1− e
l

u2 = u3 = 1
2rS
− 1− e

2l = 1 + e

l
(7.107)

and the obvious substitution is

u =
1 + e+ 2e tg2 ξ

2
l

(7.108)

Then, when ξ = 0,
u1 = u2 = u3 = 1 + e

l
(7.109)

whereas when ξ = π,

u→∞ (7.110)

Besides, (
dξ

dφ

)2
= 4µe sin2 ξ

2 (7.111)

so that
φ = − 1

√
µe

log tg ξ

2 (7.112)

This means that when ξ = π, then φ = 0, wheras when ξ → 0, then
φ→∞, and the preihelion is approached at

r ≡ rP = l

1 + e
(7.113)

The orbit approaches the circle at r = rP by spiralling around it an
infinite number of times.

• The orbits with imaginary eccentricities In this case the equation

f(u) = 0 (7.114)

allows one real root (positive for the bound orbits) and a pair of
complex-conjugate complex roots. They can start at some finite aphe-
lion distance, but they eventually fall into the siongularity, though
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they may circle the origin one or more times before doing so. We shall
use the imaginary eccentricity ie (with e > 0) so that

u1 = 1
rS
− 2
l

u2 = 1 + ie

l

u3 = 1− ie
l

(7.115)

It is then plain that

1
L2 = 21− µ(3− e2)

lrS
(7.116)

as well as
1− E2

L2 = (1− 4µ)(1 + e2)
l2

(7.117)

E2

L2 = 2(2µ− 1)2 + 4µ2e2

lrS
(7.118)

(this implies that l > 0). As we are considering bound orbits, E2 < 1,
so that 4µ < 1 and

1− 2µ+ µe2 > 0 (7.119)

(There is no upper limit to the value of e2. The ODE to be solved is(
du

dφ

)2
= rS

(
u− 1

rS
+ 2
l

)(
(u− 1

l
)2 + e2

l2

)
(7.120)

Under the substitution

u ≡
1 + e tg ξ

2
l

(7.121)

Rememberging the range of u

1
rS
− 2
l
≤ u <∞ (7.122)

the range of ξ is determined to be

ξ0 ≤ ξ < π (7.123)

where

sin ξ0
2 = −6µ− 1

∆

cos ξ0
2 = 2µe

∆ (7.124)



7.1. TIMELIKE GEODESICS. 127

with
∆ ≡

√
(6µ− 1)2 + 4µ2e2 (7.125)

The ODE reduces to

δξ

dφ
= ±

√
2 ((6µ− 1) + 2µe sin ξ + (6µ− 1) cos ξ) (7.126)

and the solution is again given in terms of a Jacobian elliptic integral

± φ = 1√
∆

∫ ψ dy√
1− k2 sin2 y

(7.127)

where
k2 ≡ ∆ + 6µ+ 1

2∆ (7.128)

and

sin2 ψ = ∆− 2µe sin ξ − (6µ− 1) cos ξ
∆ + 6µ− 1 =

∆ + 6µ− 1− 2
(
2µe sin ξ

2 + (6µ− 1) cos ξ
2

)
cos ξ

2

∆ + 6µ− 1 (7.129)

We have that
sin2 ψ = 1 (7.130)

both when ξ = ξ0 (aphelion) as well as when ξ = π (the singularity).
Besides

sin2 ψ = 0 (7.131)

whenever
ξ = tg−1 2µe

6µ− 1 (7.132)

This means that ψ assumes the value ψ = 0 withinn the range of ξ.
Therefore

− π

2 ≤ ψ ≤
π

2 (7.133)

so that, assuming that φ = 0 at the singularity, where ξ = π and
ψ = π

2

φ = K(k)− F (ψ, k)√
∆

(7.134)

• The unbound orbits (E2 > 1) In this case the equation f(u) = 0
must allow for a negative root. It is not possible that the three roots
are negative. We can distinguish orbits of two kinds when two roots
are positive. Orbits of the first kind restricted to the interval

0 ≤ u ≤ u2 (7.135)
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which are the analogues of the hyperbolic orbits in Newtonian theory.
Then there are the orbits of the second kind, with

u ≥ u3 (7.136)

which are in essence no different from bound orbits of the second kind-
When u2 = u3 the two orbits coalesce. Whe the equation f(u) = 0
allows for a pair of complex conjugate roots (besides a negative real
root) the orbits have imaginary eccentricity.

• Orbits of the first and second kind The eccentricity e ≥ 1. Then

u1 = −e− 1
l

u2 = e+ 1
l

u3 = 1
rS
− 2
l

(7.137)

Now we still have
1− 6µ− 2µe ≥ 0 (7.138)

(this dependes only on the fact that

u1 ≤ u2 ≤ u3 (7.139)

Besides
1
L2 = 2

(
1− µ(3 + e2)

)
lrS

(7.140)

E2 − 1
L2 = (1− 4µ)(e2 − 1)

l2
(7.141)

It is a fact that
1− µ(3 + e2) > 0 (7.142)

as well as
µleq

1
4 (7.143)

When
2µ(3 + e) = 1 (7.144)

That is, when u2 = u3, those become

4L2

r2
S

= 4 (3 + e)2

(3− e)(e+ 1) (7.145)

E2 − 1 = e2 − 1
9− e2 (7.146)
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For these special orbits
1 ≤ e < 3 (7.147)

and the perihelion distances obey

3
2rS < rp ≤ 2rS (7.148)

The impact parameter is given by

D2 = L2

V 2 = L2E2

E2 − 1 (7.149)

E2 ≡ 1
1− V 2 (7.150)

Making the substitution

u ≡ 1 + e cosχ
l

(7.151)

Now when u = 0 then χ = cos−1
(
−1
e

)
≡ χ∞ The perihelion still

ocuurs at χ = 0. Therefore

0 ≤ χ < χ∞ (7.152)

Then
φ =

2
(
K(k)− F

(
π
2 −

χ
2 , k

))
√

1− 6µ+ 2µe (7.153)

The trajectory goes off at infinity asymptotically along the direction

φ = φ∞ ≡
2 (K(k)− F (ψ∞, k))√

1− 6µ+ 2µe (7.154)

where
ψ∞ ≡

1
2cos

−1 1
e

(7.155)

• The orbits with imaginary eccentricities We have

1
L2 = 2

(
1− µ(3− e2)

)
lrS

(7.156)

and
E2 − 1
L2 = (4µ− 1)(1 + e2)

l2
(7.157)

Now we have
µ ≥ 1

4 (7.158)

as well as
1− 3µ+ µe2 > 0 (7.159)
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When µ > 1
3 is neccessary to impose

e2 > 3− 1
µ

(7.160)

The range of ξ nust be terminated at ξ∞ where

tg ξ∞
2 = −1

e
(7.161)

that is

sin ξ∞
2 = − 1√

1 + e2

cos ξ∞2 = e√
1 + e2

(7.162)

When ξ < ξ∞, u becomes negative. The range of ξ is therefore

ξ∞ < ξ ≤ π (7.163)

The solution still reads

φ = K(k)− F (ψ, k)√
∆

(7.164)

The origin of φ is at the singularity, where ξ = π and ψ = π
2 . The

lower limit of ψ, ψ∞ reads

sin2 ψ∞ = 1
∆ + 6µ− 1

(
∆ + 6µ− 1− 2e2 4µ− 1

e2 + 1

)
(7.165)

7.2 Null Geodesics

We have now
E2

1− rS
r

− ṙ2

1− rS
r

− L2

r2 = 0 (7.166)

that is (
dr

dτ

)2
+ L2

r2

(
1− rS

r

)
= E2 (7.167)

which must be considered together with(
1− rS

r

)
dt

dτ
= E

dφ

dτ
= L

r2 (7.168)

All this boils down to(
du

dφ

)2
= rSu

3 − u2 + 1
D2 = f(u) (7.169)
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where the impact parameter is defined as

D ≡ D

E
(7.170)

• The radial geodesics Then

dr

dτ
= ±E (7.171)

and (
1− rS

r

)
dt

dτ
= E (7.172)

That is
dr

dt
= ±

(
1− rS

r

)
(7.173)

which means that
t = ±r∗ + C± (7.174)

in terms of the tortoise coordinate

r∗ ≡ r + rS log
(
r

rS
− 1

)
(7.175)

It is a fact of life that
r∗ →∞ (7.176)

when
r → r+

S (7.177)

as well as
r∗ → r (7.178)

whenever
r →∞ (7.179)

On the other hand,
r = ±Eτ +K± (7.180)

whic means that radial geodesics cross the horizon in finite proper
parameter.
The tangent vectors are

dt

dτ
= r2

∆E

dr

dτ
= ±E

dθ

dτ
= 0

dφ

dτ
= 0 (7.181)
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• The critical orbits
The roots of the equation f(u) = 0 obey

u1 + u2 + u3 = 1
rS

u1u2u3 = − 1
rSD2 (7.182)

This means that there is at least one negative real root; the other two
can be either real or o complex-conjugate pair. Let us begin with the
case in which the two other real roots are degenerate. Indeed

u2 = u3 = 2
3rS

(7.183)

is a double root whenever

D2 = 27
4 r

2
S (7.184)

In this case, moreover, the negative root is given by

u1 = − 1
3rS

(7.185)

For such a D
du

dφ

∣∣∣∣
u=u2

= 0 (7.186)

This means that a circular orbit of radius

r = 3
2rS (7.187)

is an allowed null geodesic (however unstable). Indeed(
du

dφ

)2
= rS

(
u+ 1

3rS

)(
u− 2

3rS

)2
(7.188)

is satisfied by the substitution

u = − 1
3rS

+ 1
rS

th2 φ− φ0
2 (7.189)

Let us choose φ0 such that

th2 φ0
2 = 1

3 (7.190)

Then, when φ = 0,
u = 0 (7.191)
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and besides, when φ→∞

u = 2
3rS

(7.192)

This means that a null geodesic approaching from infinity with impact
parameter

D = 3
√

3
2 rS (7.193)

approaches a circle of radius 3
2rS spiralling around it. Asspociated to

this orbit, there must be another one that originates at the singularity
at approaches frpom the opposite side the same asymptotic circle. This
is given buy the substitution

u = 2
3rS

+ 1
rS

tg2 ξ

2 (7.194)

Then the ODE reduces to (
dξ

dφ

)2
= sin2 ξ

2 (7.195)

so that
tg ξ

4 = e
φ
2 (7.196)

and
u = 2

3rS
+ 4eφ

rS (eφ − 1)2 (7.197)

Along this orbit when φ = 0

u→∞ (7.198)

and when φ→∞
u→ 2

3rS
(7.199)

It is useful to define the cone of avoidance generated by those null
rays passing through that point, since light rays inside the cone must
necessarily cross the horizon and get trapped. Denoting by ψ the
half-angle of the cone

cot ψ = 1
r

dr

dφ

1
1− rS

r

= − 1
u
√

1− rSu
du

dφ
= 1√

r
rS
− 1

(
1− 2r

3rS

)√
1 + r

3rS
(7.200)

This means that when r →∞, then

ψ ∼ 3
√

3
2

rS
r

(7.201)
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and when r = 3
2rS then

ψ = π

2 (7.202)

Finally, at the horizon r = rS

ψ = π (7.203)

The cone of avoidance narrows as we approach the horizon.

• Geodesics of the first kind
Consider now the case when all the roots of the cubic equation f(u) = 0
are real and the two positive roots are different.

u1 = P − rS −Q
2rSP

u2 = 1
P

u3 = P − rS +Q

2rSP
(7.204)

where P denotes the perihelion distance. Q will be determined in a
moment.
The ordering iof the roots requires that

Q+ P − 3rS > 0 (7.205)

Evaluating
f(u) = rS (u− u1) (u− u2) (u− u3) (7.206)

we learn that
Q2 = (P − rS) (P + 3rS) (7.207)

and
1
D2 = Q2 − (P − rS)2

4rSP 3 (7.208)

so that
D2 = P 3

P − rS
(7.209)

The former inequality now implies

(P − rS) (P + 3rS) > (P − 3rS)2 (7.210)

that is
P >

3
2rS (7.211)

as well as
D >

3
√

3
2 rS ≡ Dc (7.212)
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The orbits lie entirely outside the circle r = 3
2rS . Let us now make

the substitution

u− 1
P

= −Q− P + 3rS
4rSP

(1 + cos χ) (7.213)

in such a way that the perihelion corresponds to χ = π

u = 1
P

(7.214)

and u = 0 whenever χ = χ∞

sin2 χ∞
2 ≡ Q− P + rS

Q− P + 3rS
(7.215)

and the ODE reduces to(
dχ

dφ

)2
=
Q
(
1− k2 sin2 χ

2
)

2Q (7.216)

with
k2 = Q− P + 3rS

2Q (7.217)

This means that

φ = 2
√
P

Q

(
K(k)− F

(
χ

2 , k
))

(7.218)

where the origin of φ has been chosen at perohelion passage when
χ = π. The asymptotic value of φ, at→∞, is given by

φ∞ = 2
√
P

Q

(
K(k)− F

(
χ∞
2 , k

))
(7.219)

Let us compute the asymptotic value of φ∞ when P → 3
2rS as well as

for P
rS
>> 1. It is a fact that when P = 3

2rS then

Q = 3
2rS

D = 3
√

3
2 rS

k2 = 1
sin2 χ∞

2 = 1
3

F

(
χ∞
2 , 1

)
= 1

2 log
√

3 + 1√
3− 1

(7.220)
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We next find that if

P = rS
2 (3 + ε)

Q = rS
2

(
3 + 5

3ε
)

(k′)2 = 1− k2 = 4
9ε (7.221)

And the asymptotic relation

K(k)→ log 4
k′

= log 6− 1
2 log ε (7.222)

Using those, we learn that

φ∞ = 1
2 log 64√3(

√
3− 1)2

2(
√

3 + 1)2 − 1
2 log2εD

rS
(7.223)

that is
2εD
rS
→ 64√3(

√
3− 1)2

2(
√

3 + 1)2 e−2φ∞ (7.224)

So that if we write
φ∞ ≡

1
2 (π + Θ) asny (7.225)

we learn that

2εD
rS

= 648
√

3(
√

3− 1)2
√

3− 1)2 e−π e−Θ = 3.4823 e−Θ (7.226)

The geodesics which have been deflected by Θ + 2πn have impact
parameters

Dn ≡ Dc + 3.4823 rS
2 e−(Θ+2πn) (7.227)

Similar arguments show that for P >> rS the deflection is given by

Θ ∼ 2rS
D

(7.228)

(this yields the celebrated deflection of the light rays) and

D ∼ P
(

1 + rS
2P

)
(7.229)

• The geodesics of the second kind
Now the range is

u3 ≤ u <∞ (7.230)
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Let us make the substitution

u = 1
P

+ Q+ P − 3rS
2rSP

sec2 χ

2 (7.231)

This means that u is at aphelion when

u = u3 = Q+ P − rS
2PrS

(7.232)

and χ = 0, and that u→∞ when χ = π. Then

φ = 2
√
P

Q
F

(
χ

2 , k
)

(7.233)

where the origin of φ is now at aphelion passage.

• The orbits with imaginary eccentricities and impact param-
eters less that 3

√
3

2 rS

Let us consider now the case when the equation f(u) = 0 has a pair
of complex conjugate roots (besides a negative real toot)

f(u) = rS

(
u− 1

rS
+ 2
l

)(
(U − 1

l
)2 + e2

l2

)
(7.234)

so that

l − rS
2
(
3− e2

)
= 0

1
rSD2 =

(2
l
− 1
rS

) 1 + e2

l2
(7.235)

or in terms of µ ≡ rS
2l

e2 = 3µ− 1
µ

4D2

r2
S

= 1
µ(4µ− 1)2 (7.236)

This requires
µ >

1
2 (7.237)

and
D <

3
√

3
2 rS (7.238)

The solution to the ODE yields

φ∞ = K(k)− F (ψ∞, k)√
∆

(7.239)
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where now
sin2 ψ∞ = ∆ + 1

∆ + 6µ+ 1 (7.240)

and where
∆ ≡

√
48µ2 − 16µ+ 1 (7.241)
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7.3 Rindler space.

Let us consider an accelerated observer in two dimensional flat space

t = 1
a
sinh aτ

x = 1
a
cosh aτ (7.242)

This is such that the four-velocity is given by

u =
(
cosh aτ , sinh aτ

)
(7.243)

normalized to
u2 = 1 (7.244)

and the acceleration

u̇ ≡ a
(
sinh a τ , cosh aτ

)
(7.245)

obeys

a2 = −1
a.u = 0 (7.246)

In comoving coordinates, id est, adapted to the four-velocity,

u = ∂

∂ξ0 (7.247)

the worldline of the accelerated observer is

ξ0(τ) = τ

ξ1(τ) = 0 (7.248)

In general

t = eaξ
1

a
sinh aξ0 ≡ ρ sinh ω

x = eaξ
1

a
cosh aξ0 ≡ ρ cosh ω (7.249)

so that the value of the coordinate ξ1 (or ρ) tells us which hyperbola we are
talking about

t2 − x2 = −e
2aξ1

a2 = −ρ2 (7.250)

In terms of these coordinates the Minkowski metric reads

ds2 = dt2 − dx2 = e2aξ1 (
dξ2

0 − dξ2
1

)
= ρ2dω2 − dρ2 − dx2

⊥ (7.251)
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When

−∞ ≤ ξ0 ≤ ∞
−∞ ≤ ξ1 ≤ ∞ (7.252)

only one quarter of the original Minkowski space has been covered, namely
the one corresponding to

|t| ≤ x (7.253)

This is called Rindler’s wedge or Rindler space. The lightcone plays the role
of the event horizon.

It is easy to realize that the behavior of (a piece of) Schwarzschild when
r ∼ rS is similar to the behavior of Rindler when x ∼ 0.

7.4 Painlevé-Gullstrand coordinates.

It is possible to find coordinates such that Schwarzschil’s metric read

ds2 = dT 2 −
(
dr +

√
rS
r
dT

)2
− r2dΩ2

2 (7.254)

which is manifestly regular at the horizon.
Besides, the spacelike hypersurfaces

T = constant (7.255)

are flat. Time like radial geodesics can be obtained from the action principle

L = Ṫ 2 −
(
ṙ +

√
rS
r
Ṫ

)2
(7.256)

with the first integral

Ṫ 2 −
(
ṙ +

√
rS
r
Ṫ

)2
= 1 = Ṫ 2

(
1− rS

r

)
− ṙ2 − 2ṙṪ

√
rS
r

(7.257)

This action principle immediatly tells us that

Ṫ −
(
ṙ +

√
rS
r
Ṫ

)√
rS
r

= constant (7.258)

It is clar that a particular solution is given by

Ṫ = 1

ṙ +
√
rS
r

= 0 (7.259)
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This means that it is possible to identify the coordinate T with the
proper time along such geodesics. Then

ṙ = −
√
rS
r

(7.260)

reaches the velocity of light at the horizon r = rS . The four velocity remains
normalized all the way.

The metric on constant radius hypersurfaces r = R reads

ds2 =
(

1− rS
R

)
dT 2 −R2 dΩ2

2 (7.261)

When R = rS the metric degenerates and becomes two-dimensional. The
time translation vector

∂

∂T
(7.262)

then becomes null.
On the other hand, it is possible to see directly that no signal can travel

at infinity from the region inside the horizon, r < rS . The coefficient of dT 2

is negative, so that the only way the interval gets of avoiding being spacelike
is through the cross-term

dTdr < 0 (7.263)
This means that the future (dT > 0) lies entirely within the horizon and
leads eventually towards the singularity.

Null radial curves obey

dr

dT
+
√
rS
r

= ±1 (7.264)

When the above sign is -1,then the whole range of values of the coordi-
nate r is covered as t varies.

For those null curves governed by the +1 sign, this is not so. At large
distances from the center

r > rS ⇒
dr

dT
> 0 ⇒ rS < r <∞ (7.265)

Inside the horizon,

r < rS ⇒
dr

dT
< 0 ⇒ 0 < r < rS (7.266)

Exactly at the horizon the derivative vanishes

r = rS ⇒
dr

dT
= 0 (7.267)

Timelike radial geodesics when parameterized by the proper time obey

Ṫ 2 −
(
ṙ +

√
rS
r
Ṫ

)2
= 1 (7.268)
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7.5 The maximal analytic extension and black holes.

There is a maximally analytic extension of Schwarzschild’s geometry dis-
covered by the american scientist Martin Kruskal in 1959. It is believed to
represent the black hole metric.

u ≡ t− r∗

v ≡ t+ r∗

r∗ ≡ r + rS log
(
r

rS
− 1

)
(7.269)

The coordinate r∗ is the Regge-Wheeler tortoise coordinate. The metric is

ds2 ≡
(

1− rS
r

)
dudv − r2dΩ2

2 (7.270)

where the function r (u, v) is defined through

r + rS log
(
r

rS
− 1

)
= v − u

2 (7.271)

It is a fact that
dr∗ = dr

1− rS
r

(7.272)

There is a further change of coordinates

U ≡ e−
u

2rS

V ≡ e
v

2rS (7.273)

The function r(U, V ) is to be obtained from

e
r
rS

(
r

rS
− 1

)
= UV = r

rS
e
r
rS

(
1− rS

r

)
(7.274)

The singularity, r = 0 corresponds to

UV = −1 (7.275)

and the horizon, r = rS to
UV = 0 (7.276)

Then
dUdV = 1

4r2
S

dvdu
r

rS
r
r
rS

(
1− rS

r

)
(7.277)

Finally, Kruskal’s metric is

ds2 ≡ − 4r3
S

r (U, V )e
− r
rS dUdV − r2(U, V )dΩ2

2 (7.278)
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Once this point has been reached, we can extend the values of the coordinates
to the whole real line

−∞ ≤ U, V ≤ ∞ (7.279)

Region I corresponds to U ≥ 0 V ≥ 0. Region II to U ≤ 0 V ≥ 0.
Region III to U ≥ 0 V ≤ 0. In region I of an eternal BH (U > 0&V > 0)

U

V
= e
− t
rS (7.280)

This means that constant t surfaces are straight lines through the origin
in Kruskal spacetime. They have a piece in region I and another piece in
region IV. Actually

P : (U, V )→ (−U,−V ) (7.281)

is an isometry, so that region IV is isometric to region I.
If we rewrite the metric in isotropic coordinates

r ≡
(

1 + rS
4ρ

)2
ρ (7.282)

They cover regions I and IV, because ρ becomes complex for r < rS .Actually

2ρ = r − rS
2 ±

√(
r − rS

2

)2
− r2

S

4 (7.283)

Note that to each value of the radial coordinate r there are two values of the
coordinate ρ. These are related by the isometry

ρ→ r2
S

16ρ (7.284)

whose fixed point is
ρ = rS

4 (7.285)

(This is nothing but the old isometry P ). The metric reads

ds2 =
(

1− rS
4ρ

1 + rS
4ρ

)2

dt2 −
(

1 + rS
4ρ

)4 (
dρ2 + ρ2 dΩ2

2

)
(7.286)

The constant time surfaces are conformally flat. When ρ → rS
4 from either

side the radius of a 2-sphere of constant ρ on a constant time surface de-
creases to a minimum of rS when ρ = rS

4 , which corresponds to a minimal
2-sphere. It is the midpoint of the Einstein-Rosen bridge connecting spa-
tial chapters of regions I and IV. This is one of the simplest instances of a
wormhole connecting two asymptotically flat regions of space-time

The Killing associated to the time translation, ξ = ∂t in Kruskal coor-
dinates reads

ξ ≡ 1
2rS

(
−V ∂

∂V
+ U

∂

∂U

)
(7.287)
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Its square is
ξ2 = UV

4r2
S

(7.288)

It is timelike in regions I and IV; spacelike in regions II and III and null in
r = rS , that is when U = 0 or V = 0. This last set is the fixed set on k.
It is easy to check that when U = 0, ξ = ∂

∂v whereas when V = 0, ξ = ∂
∂u .

This means that v is the natural parameter on U = 0. The Boyer-Kruskal
axis, U = V = 0 (which is a 2-sphere) is a fixed point of the Killing vector.

Let us now consider null surfaces, that is

S(x) = C (7.289)

For example, in Kruskal spacetime,

N ≡ {U = 0} ∪ {V = 0} (7.290)

This means that the normal vector, which is proportional to

l ≡ gµν∂νS∂µ (7.291)

is null, l2 = 0. Null hyperfurfaces have a curious property. tangent vectors
are by definition those orthogonal to the normal vector.

t.l = 0 (7.292)

In Kruskal, the normal to U = 0 is

l ∼ ∂

∂V
(7.293)

and the normal to V = 0
l ∼ ∂

∂U
(7.294)

This means that l itself is also a tangent vector, so that there must exist
a null curve xµ = xµ(λ)

tµ = dxµ

dλ
(7.295)

It is a fact of life that these curves are geodesic.

lλ∇λlµ = gµν lλ∇λ∂νS = gµν lλ∇ν∂λS = ∇µl2 (7.296)

Now we all know that l2 is constant on the surface. This means that the
derivative in the direction of any tangent vector must vanish

tλ∇λl2 = 0 (7.297)

which in turn tells us that
∇λl2 ∼ lλ (7.298)
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and
lλ∇λlµ ∼ lµ (7.299)

and it is possible to nomalize in such a way that the parameter is an affine
one

lλ∇λlµ = 0 (7.300)

Thse null geodesics are called the generators of the null surface.
A Killing horizon is a null surface N such that the Killing vector ξ is

normal to N on N . This means that there exists a function f such that on
N

ξ = f(x)l (7.301)

which in turn conveys the fact that

ξ.∇ξµ = ξλ∇λlog f ξµ ≡ κξµ (7.302)

The quantity κ is called the surface gravity.
Then on U = 0 in terms of the affine parameter of the geodesic

ξ ≡ fl = 1
2rS

V
∂

∂V
(7.303)

This means that
f(x) = 1

2rS
V (7.304)

and the surface gravity

κ ≡ ξλ∇λlog V = ∂tV

V
= 1

2rS
(7.305)

Otherwise in V = 0

ξ ≡ fl = − 1
2rS

U
∂

∂U
(7.306)

Indeed, let us condider the proper acceleration of a FIDO. Its velocity is
given by

uµ ≡ ξµ

A
(7.307)

where
A2 ≡ ξ2 (7.308)

First of all, lets us show that A is time independent.

Ȧ2 ≡ uλ∇λξ2 = 2ξλξα∇λξα = 0 (7.309)

because of KIlling’s equation.
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Now it is plain that

u̇µ = uλ∇λuµ = ξλ
1
A2∇λξ

µ = − 1
A2 ξ

λ∇µξλ = − 1
2A2∇

µξ2 = −∇µlog A2

(7.310)
There is a theorem by Frobenius that guarantees that

ξ[µ∇νξρ]

∣∣∣
N

= 0 (7.311)

The theorem is simplest in the notation of differential forms, and it simply
states that

ξ ∧ dξ = 0 (7.312)

whenever ξ is hypersurface normal. Taking into account that Killingness
means that

∇µξν = ∇[µξν] (7.313)

Frobenius can be written as

ξρ∇µξν + ξµ∇νξρ − ξν∇µξρ|N = 0 (7.314)

Multiplying by ∇µξν we learn that

ξρ∇µξν∇µξν |N = −2 ∇µξνξµ∇νξρ|N = −2 κξ.∇ξρ|N = −2κ2ξρ
∣∣∣
N

(7.315)

so that the formula for the surface gravity reads

κ2 = − 1
2∇

µξν∇µξν
∣∣∣∣
N

(7.316)

Coming back to Kruskal’s spacetime, since l.N = 0, N is a Killing horizon.
Besides, l.∇l = 0, so that the surface gravity is, on U = 0,

κ ≡ k.∇log f = 1
2rS

V
∂

∂V
log |V | = 1

2rS
(7.317)

And on V = 0

κ ≡ k.∇log f = − 1
2rS

U
∂

∂U
log |U | = − 1

2rS
(7.318)

It is also easy to show that the surface gravity is constant on orbits of
ξ. Consider a tangent to N .

t.∇κ2 = − ∇µξνtλ∇λ∇µξν
∣∣∣
N

= −∇µξνtλRνµρσξσ (7.319)

Choosing now t = ξ, we are done:

ξ.∇κ2 = 0 (7.320)
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The surface gravity is essentially Hawking’s temperature, of which more
later

κ = 2πTh (7.321)

It is said that the horizon is nondegenerate when the surface gravity is
nonvanishing. Otherwise it is degenerate. Let us assume that κ 6= 0 on
one orbit of ξ in N . Then this orbit coincides with only part of a null
generator of N . We define the group parameter, α as such that

ξ = ∂

∂α
(7.322)

This means that the relationship between the affine parameter and the group
parameter we just defined is given by the old function f

f = dλ

dα
(7.323)

Then
λ = ±eκα (7.324)

so that when −∞ ≤ α ≤ ∞, we cover only thone of the pieces of the
generator of N , either λ > 0 or else λ < 0. The bifurcation point λ = 0
is a fixed point of ξ, which can be shown to be a 2-sphere, the bifurcation
two-sphere, B. This is the BK axis in the Kruskal case. This is a bifurcate
Killing horizon.

It is also a fact that in this case κ is constant on N .
Surface gravity is not a property of N alone; it also depends on the

normalization of ξ.
In the asymptotically flat case there is a natural normalization, namely

limr→∞ ξ2 = 1 (7.325)

This is the one we have been using in the Kruskal example.

7.6 The Kerr metric and the Newman-Janis trans-
formation.

The Newman-Janis transformation is a complex change of coordinates from
Schwarzschild metric to the Kerr solution, which represents the metric sourced
by a stationary (but not static) object with non-vanishing angular momen-
tum. We start with the contravariant form of the metric in tortoise coordi-
nates

u ≡ t− r − rs log (r − rS) (7.326)

namely
ds2 =

(
1− rS

r

)
du2 + 2dudr − r2dΩ2

2 (7.327)
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gµν =


0 1 0 0
1 −

(
1− rS

r

)
0 0

0 0 − 1
r2 0

0 0 0 − 1
r2sin2 θ

 (7.328)

in a Newman-Penrose tetrad

gµν = lµnν + lνnµ −mµm̄ν −mνm̄µ (7.329)

with

l = ∂

∂r

n = ∂

∂u
− 1

2

(
1− rs

r

)
∂

∂r

m = 1
r
√

2

(
∂

∂θ
+ i

sin θ
∂

∂φ

)
(7.330)

Now we assume that the radial coordinate can take complex values and we
rewite

l = ∂

∂r

n = ∂

∂t
− 1

2

(
1− rS

2

(1
r

+ 1
r̄

))
∂

∂r

m = 1
r̄
√

2

(
∂

∂θ
+ i

sin θ
∂

∂φ

)
(7.331)

Now we perform the change of coordinates

r′ = r + iacos θ
u′ = u− iacos θ (7.332)

Now let us insist in r′ as well as u′ to be real. Then

l′ = ∂

∂r′

n′ = ∂

∂t
− 1

2

(
1− rS

(
r′

(r′)2 + a2cos2 θ

))
∂

∂r′

m = 1
(r′ + iacos θ)

√
2

(
iasin θ

(
∂

∂u
− ∂

∂θ

)
+ i

sin θ
∂

∂φ

)
(7.333)

which can be shown to be equivalent to the Kerr metric.
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This somewhat mysterious transformation ins related to the fact that
Kerr’s metric can be written as

gµν = gµν0 + λ2lµlν (7.334)

whete l ≡ ∂
∂r and

λ2 = rSr

r2 + a2cos2 θ (7.335)

where gµν0 is flat.

7.7 Hawking’s temperature.

Let us consider the euclidean Schwarzschild’s metric

ds2 =
(

1− rS
r

)
dx2

4 + 1
1 + rS

r

dr2 + r2dΩ2
2 (7.336)

Close to
r ≡ rS + x (7.337)

the metric reads

ds2 = r2
S

(
x

r3
S

dx2
4 + 1

xrS
dx2 + dΩ2

2

)
(7.338)

Put
x ≡ rS

R2

4 (7.339)

Then
ds2 = r2

S

(
R2

4r2
S

dx2
4 + dR2 + dΩ2

2

)
(7.340)

In order that this metric is regular (S2 × S2) we need

1
2rS

x4 (7.341)

to be an angle. It is well known on the other hand that a quantum field
theory at finite temperature can be represented as an euclidean theory with
periodic euclidean time coordinate. The period of the euclidean time coor-
dinate is the inverse temperature. Then

β = 4πrS (7.342)

This suggests that were such an interpretation possible, this would be the
associated temperature. With all factors included

TH = ~c
8πGM (7.343)
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It is outside the bounds of the present course to show that vacuum fluctua-
tions with

∆E∆t ∼ ~ (7.344)

allow one of the components of the particle-antiparticle pair to materialize
and fall inside tthe horizon, in such a way that the other component of the
pair can escape the hole. This process constitutes the Hawking radiation,
which is a black body radiation at T = TH .
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Spaces of constant curvature.

Let us first consider the simpler case of ordinary spheres embedded in eu-
clidean space.

The sphere Sn of radius l embedded in Rn+1 is defined thtough the
equations

A=n+1∑
A=1

X2
A = l2 (8.1)

where a point in Rn+1 is represented by the (n+1) coordinates (X1, X1, . . . Xn+1).
We are all used to polar coordinates, a generalization of the polar angles (θ, φ)
for the two-sphere S2. We need n angles to define a point in the n sphere.
We shall call these angles, θ1 . . . θn, and to be specific,

Xn+1 = r cos θn

Xn = r sin θn cos θn−1

. . .

X2 = r sin θn sin θn−1 . . . cos θ1

X1 = r sin θn sin θn−1 . . . sin θ1 (8.2)

(were we to use r itself as the radial coordinate, those would be polar coor-
dinates in Rn+1, in them the equation of the sphere is simply

r = l = constant (8.3)

The Xn+1 axis is special in those coordinates; any axis however can be taken
as the Xn+1 axis. The metric induced on Sn by the euclidean metric in Rn+1
is

ds2
n = δABdX

A(θ)dXB(θ) = dθ2
n+sin2 θndθ

2
n−1+. . .+sin2 θn sin

2 θn−1 . . . sin
2 θ2dθ

2
1

(8.4)
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id est, in a recurrent form

ds2
1 = dθ2

1

ds2
n = dθ2

n + sin2θn ds
2
n−1 (8.5)

The tangent space is a vector space Tn with the same dimension as the
manifold itself. It can be defined as the set of vectors orthogonal to the
normal vector

nA = XA (8.6)

In general, given a surface in Rn+1 defined by the equation

f(XA) = 0 (8.7)

the normal vector is given gy the gradient

nA ≡ ∂Af (8.8)

To come back to the sphere, the tangent space is defined as those vectors
that obey ∑

A

xAtA = 0 (8.9)

Particularizing to the two-dimensional sphere, the tangent space is now the
tangent plane, that is, the set of vector in R3 such that

n1.sin θ cos φ+ n2.sin θ sin φ+ n0cos θ = 0 (8.10)

In the North or South pole (θ = 0, π) the tangent plane is just the plane

X0 = ±l (8.11)

that is, the set of vectors
(0, n1, n2) (8.12)

and in the equator (θ = π
2 )

n1 cos φ+ n2sin φ = 0 (8.13)

Polar coordinates do not cover the whole sphere (neither do they cover eu-
clidean space). They are not well defined at the two poles. It is interesting
to study other set of coordinates, which are actually close to what cartog-
raphers do when drawing maps. The stereographic coordinates are defined
out of one of the poles (either North or South) Northern pole stereographic
projection

xµS ≡
2l

X0 + l
Xµ ≡ Xµ

ΩS
(8.14)
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(µ = 1 . . . n). Let us choose cartesian coordinates in Rn+1 with origin in
the South pole itself. This meags tgeat the South pole is represented by
XA = 0, and the norh pole by XA = (l, 0, . . . , 0). One can imagine that one
is projecting a point P (XA) ∈ Sn from the South pole into into a point xµS
that one van view as living on the tangent plane at the North pole.

X0 = l
1− x2

S
4l2

1 + x2
S

4l2
= l(2ΩS − 1) = l(2ΩN + 1) (8.15)

ΩS ≡
1

1 + x2
S

4l2
(8.16)

x2
S

4l2 = l −X0
l +X0

(8.17)

This means that when X0 = l (the North pole) then

x2
S

4l2 = 0 (8.18)

and when X0 = −l (the South pole) then

X2
S =∞ (8.19)

The jacobians of the embedding is

∂µX
0 = −Ω2

S

xµ

l

∂µX
α = ΩSδ

α
µ − Ω2

S

xαxµ
2l2 (8.20)

The induced metric

ds2 = δAB∂µX
A∂νX

Bdxµdxν = Ω2
Sδµνdx

µdxν (8.21)

Performing the North pole projection, uniqueness of X0 means that

2ΩN + 1 = 2ΩS − 1 (8.22)

and uniquenedd of Xµ

xµN = ΩS

ΩN
xµS = −4l2

x2
S

xµS (8.23)

This leads to
ΩN = − 1

1 + x2
N

4l2
(8.24)

The antipodal map
XA ↔ −XA (8.25)
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corresponds in stereographic coordinates to

x2
N

4l2 = 4l2

x2
S

(8.26)

and the jacobian is

∂xµN
∂xνS

= −4l2

x2
S

(
δµν − 2x

µ
Sx

ν
S

x2
S

)
(8.27)

Only functions which are invariant under the exchange of North and South
pole stereographic coordinates are well defined on the sphere. The induced
metric on the sphere reads

ds2 = dx2
S

(1 + x2
S

4l2 )2
= dx2

N

(1 + x2
N

4l2 )2
(8.28)

which is conformally flat. This is the main virtue of these coordinates, and
the reason why cartographers are fond of them, We shall call a frame a basis
on the tangent space to the sphere as a manifold. Let us define a frame
through

δabe
a
µe
b
ν = gµν (8.29)

The frames are given by

(eS)aµ = δµa
1

1 + x2
S

4l2
(8.30)

(eN )aµ = −δµa
1

1 + x2
N

4l2
(8.31)

It is easy to check that

Lab (x) (eS)bµ ≡
δaµ − 2x

µ
Sx

S
a

x2
S

1 + x2
S

4l2
= ∂xνN
∂xµS

(eN )aν (8.32)

where the position dependent rotation is given by

Lab ≡ δab − 2x
axb
x2 (8.33)

In fact this was the reason for the apparently arbitrary minus sign in front
of the definition of eN , which is unneccessary to reproduce the metric.

There are many reasons to be drawn from this example. First of all,
it is never possible to cover a non trivial manifold with a single coordinate
system. In this case we need at least two, namely North and South stere-
ographic coordinates. Second, at each coordinate system, there is a frame
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in the tangent space, and if we refer all quantities to this frame formal
operations are similar to the flat space ones.

When there is a nonvanishing cosmological constant the flat Minkowski
space is not a solution of Einstein’s equations. There are however two priv-
ileged spacetimes which do satisfy Einstein’s equations. They are privileges
in the sense that they have an isometru group which is as big as the Poincaré
group, IO(1, n− 1) (also they both are Petrov Type O, as is the case with
all Friedmann-Robertson-Walker spaces) . There are de Sitter space, with
symnmetry group O(1, n), and anti-de Sitter space, with isometry group
O(2, n − 1). Both are symmetric spaces in the mathematical sense: all
points are related by an isometry. Besides, the observational fact that the
universe is accelerating, means that it resembles grosso modo de Sitter space.
Were the hypothesis of inflation true in some sense, then the Univeser really
underwent a phase of de Sitter expansion. On the other hand anti-de Sitter
is very interesting from the point of view of other speculatve theories, such
as supersymmetry and strings.

Figure 8.1: A pictorial representation of Anti de Sitter (X2
0 +X2

1 = l2 + ~X2

in Rn).

The real chapters of the complex sphere can be treated in an unified way.
Let us choose coordinates in the embedding space in such a way that in the
defining equation we have

X2 =
n∑

A=0
εAX

2
A ≡ ηABdXAdXB = ±l2 (8.34)

on a flat space with metric ds2 = ηABdX
AdXB. If we change in an arbitrary

manifold gAB → −gAB, then both Christoffels and Riemann tensor remain
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Figure 8.2: A pictorial representation of Euclidean Anti de Sitter (or Eu-
clidean de Sitter) (X2

0 −X2
1 = l2 + ~X2 in Rn

invariant, but the scalar curvature flips sign R→ −R. We can furthermore
group together times and spaces, in such a way that

ηAB = (1t, (−1)s) (8.35)

If we call n + 1 ≡ t + s, then this ambient space is Wolf’s Rn+1
s where the

subindex indicates the number of spaces.
The standard nomenclature in Wolf’s book [?] is

Sns : X ∈ Rn+1
s , X2 = l2

Hn
s : X ∈ Rn+1

s+1 , X
2 = −l2 (8.36)

The curvature scalar is given by:

R = ±n(n− 1)
l2

(8.37)

and

Rµν = ±n− 1
l2

gµν

Rµνρσ = ± 1
l2

(gµρgνσ − gµρgνσ) (8.38)

Please note that the curvature only depends on the sign on the second mem-
ber, and not on the signs εA themselves.
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Figure 8.3: A pictorial representation of de Sitter (X2
0 −X2

1 = −l2 + ~X2)
in Rn).

It is clear, on the other hand, that the isometry group of the correspond-
ing manifold is one of the real forms of the complex algebra SO(n+ 1). The
Killing vector fields are explicitly given (no sum in the definition) by

LAB ≡ εAXA∂B − εBXB∂A ≡ XA∂B −XB∂A (8.39)

The square of the corresponding Killing vector is

L2 = εBX
2
A + εAX

2
B (8.40)

Our interest is concentrated on the euclidean and minkowskian cases:

• The sphere Sn ≡ Sn0 ∼ Hn
n is defined by ~X2 = l2, with isometry group

SO(n+ 1).

• The euclidean Anti de Sitter (or euclidean de Sitter) EAdSn ≡ Snn ∼
Hn

0 is defined by (X0)2 − ~X2 = l2, with isometry group SO(1, n).

• The de Sitter space dSn ≡ Hn
n−1 ∼ Sn1 is defined by (X0)2 − ~X2 =

−l2, with isometry group SO(1, n). In our conventions de Sitter has
negative curvature, but positive cosmological constant.

• The Anti de Sitter space AdSn ≡ Snn−1 ≡ Hn
1 is defined by (X0)2 +

(X1)2 − ~X2 = l2, with isometry group SO(2, n− 1). For us AdSn has
positive curvature and negative cosmological constant.
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8.1 Global coordinates

A very useful coordinate chart for these spaces is the one called global coor-
dinates, wich nevertheless do not cover the full space in any case:

(XA) = l
(
cosh τ ~ut(Ω), sinh τ ~ns(Ω′)

)
(8.41)

where ~u and ~n are unit vectors of both t− 1 and s− 1 dimensional spheres.
This is for Sns spaces. For Hn

s spaces is simply:

(XA) = l
(
sinh τ ~ut−1(Ω), cosh τ ~ns+1(Ω′)

)
(8.42)

Our convention for a unit vector of a (n− 1)-dimensional sphere is:

~un(Ω) = (cos θ1, sin θ1 cos θ2, . . . , sin θ1 . . . sin θn−1) (8.43)

so that our convention for the “north pole” is:

Sns : N = (l, 0, . . .) ; Hn
s : N = (0, . . .︸ ︷︷ ︸

t−1

, l, 0, . . .) (8.44)

The invariant distance, that we call z, is defined as

z(X,Y ) = ±X · Y
l2

(8.45)

, where the sign is chosen to make z(X,X) = 1 in every space. In our cases
of interest:

• Sphere: X = l ~un(Ω), z = cos θ1

• Euclidean Anti de Sitter: X = l(cosh τ, sinh τ~un−1(Ω)), z = cosh τ

• de Sitter: X = l(sinh τ, cosh τ ~un−1(Ω)), z = cosh τ cos θ1

• Anti de Sitter: X = l(cosh τ cos θ, cosh τ sin θ, sinh τ~un−2(Ω′)), z =
cosh τ cos θ

8.2 Projective coordinates

We shall further assume that εk = ±1, that is, the choosen coordinate has
the same sign for the metric as the second member in (8.36). We then define
the south pole (i.e. Xk = −l) stereographic projection for µ 6= k, as

xµS ≡
2l

Xk + l
Xµ ≡ Xµ

ΩS
(8.46)

The equation of the surface then leads to

Xk = l(2ΩS − 1) ; ΩS = 1

1± x2
S

4l2
; x2

S ≡
∑
µ 6=k

εµ (xµS)2 (8.47)
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The metric in these coordinates is conformally flat:

ds2 = Ω2
Sηµνdx

µ
Sdx

ν
S (8.48)

We could have done projection from the North pole (for that we need
that Xk 6= l). Uniqueness of the definition of Xk needs

ΩN + ΩS = 1 (8.49)

and uniqueness of the definition of Xµ

xµN = ΩS

ΩN
xµS = ±4l2

x2
S

xµS (8.50)

The antipodal Z2 map XA → −XA is equivalent to a change of the
reference pole in stereographic coordinates

xµN ↔ xµS (8.51)

8.3 The Poincaré metric

A generalization of Poincaré’s metric for the half-plane can easily be ob-
tained by introducing the horospheric coordinates [?]. It will always be as-
sumed that ε0 = +1, that is that X0 is a time, and also that εn = −1, that
is Xn is a space, in our conventions. Otherwise (like in the all-important
case of the sphere Sn) it it not possible to construct these coordinates.

l

z
≡ X−

yi ≡ zXi (8.52)

where
X− ≡ Xn −X0 (8.53)

1 ≤ i, j . . . ≤ n− 1. The promised generalization of the Poincaré metric is:

ds2 =
∑n−1

1 εidy
2
i ∓ l2dz2

z2 (8.54)

where the signs are correlated with the ones defined in (??), and the surfaces
z = const are sometimes called horospheres. This form of the metric is
conformally flat in a manifest way.

The curvature scalar is given by:

R = ±n(n− 1)
l2

(8.55)
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For any constant curvature space,

Rµν = R

n
gµν

Rµνρσ = R

n(n− 1) (gµρgνσ − gµρgνσ) (8.56)

In our case this yields

Rµν = ±n− 1
l2

gµν

Rµνρσ = ± 1
l2

(gµρgνσ − gµρgνσ) (8.57)

Please note that the curvature only depends on the sign on the second
member, and not on the signs εA themselves.

It is clear, on the other hand, that the isometry group of the correspond-
ing manifold is one of the real forms of the complex algebra SO(n+ 1). The
Killing vector fields are explicitly given (no sum in the definition) by

LAB ≡ εAXA∂B − εBXB∂A ≡ XA∂B −XB∂A (8.58)

The square of the corresponding Killing vector is

L2 = εBX
2
A + εAX

2
B (8.59)

8.4 Euclidean de Sitter

To be specific, when the metric is given by:

ds2 =
∑n−1 δijdy

idyj ∓ l2dz2

z2 (8.60)

i.,e., C∓1n,−1, then the isometry group is SO(n, 1). This is the case for what
could be called euclidean de Sitter, EdSn = Hn

0 ≡ C−1n,−1, which in our
conventions has got all coordinates timelike, and negative 1 curvature. This
is the version of Lobatchevsky upper half plane used by Witten [?] to analyze
the AdS/CFT correspondence. Witten refers to ot as "euclidean AdS".

The metric of EdSn in Poincar’e coordinates reads:

ds2
EdSn =

∑n−1 δijdy
idyj + l2dz2

z2 (8.62)

1We use the Landau-Lifshitz Spacelike conventions (LLSC) and we define the Cosmo-
logical Constant in such a way that for a space of constant curvature,

Rµν = − 2
d− 2λgµν (8.61)
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8.5 de Sitter

The related situation where

ds2 = −
∑n−1 δijdy

idyj ∓ l2dz2

z2 (8.63)

i.e., C±1,−1n enjoys SO(1, n) as isometry group, and includes de Sitter
space, dSn when z is a timelike coordinate, dSn = Hn

n−1 ≡ C−1,−1n . Its
metric reads

ds2
dSn = −

∑n−1 δijdy
idyj + l2dz2

z2 (8.64)

In our conventions de Sitter has negative curvature, but positive cosmo-
logical constant. Globally, dSn is given by:

X2
0 −X2

1 − . . .−X2
n = −l2 (8.65)

The square of the Killing vectors M0a (candidates to be timelike) are

M2
0a = X2

a −X2
0 =

∑
b 6=a

X2
b − l2 (8.66)

so they are timelike only outside the horizon defined as

H0a ≡
∑
b 6=a

X2
b = l2 (8.67)

For example, the horizon corresponding to H0n is∑
y2
i = l2z2 (8.68)

This means that de Sitter space, dSn is not globally static.
To go from Poincaré coordinates to FRW, we need

dz

z
= e−Hτ H dτ (8.69)

so that
z = −e−Hτ (8.70)

It seems to be a convention that as

−∞ ≤ τ∞↔ −∞ ≤ z ≤ 0 (8.71)

It is interesting to study static coordinates

X0 =
√
l2 − r2sinh t

l

X1 =
√
l2 − r2cosh t

l

Xi = rni (1 = 2 . . . n) (8.72)
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8.6 Euclidean anti de Sitter

What one would want to call Euclidean anti de Sitter , EAdSn = Snn ≡
C+

1,−1n , has got all its coordinates spacelike, and positive curvature. To be
specific

ds2
EAdSn = −

∑n−1 δijdy
idyj − l2dz2

z2 (8.73)

Pleate note that the metric is just the one corresponding to EdSn, with a
change of sign. This explains the change of sign in the scalar curvature.

Globally,
X2

0 −X2
1 − . . .−X2

n = l2 (8.74)
(That is, de Sitter with imaginary radius).

8.7 Anti de Sitter

Finally, when the metric is given by

ds2 =
∑n−1 ηijdy

idyj ∓ l2dz2

z2 (8.75)

(where as usual, ηij ≡ diag(1, (−1)n−2)), i.e. C±12,−1n−1 then the isometry
group is SO(2, n − 1). This includes the regular Anti de Sitter, AdSn =
Snn−1 ≡ C+

12,−1n−1 when the z coordinate is spacelike. For us AdSn has
positive curvature and negative cosmological constant.

ds2
AdSn =

∑n−1 ηijdy
idyj − l2dz2

z2 (8.76)

Globally, AdSn is

X2
0 +X2

1 −X2
2 − . . .−X2

n = l2 (8.77)

In this case there is a globally defined timelike Killing vector field, namely
M01 Indeed, M2

01 = x2
0 + x2

1 = l2 +
∑
a6=1 x

2
a is everywhere positive. This

means that anti de Sitter space, AdSn is globally static, as opposed to de
Sitter.

Actually there is a host of admissible foliations [?]. AdSn can be foliated
by AdSn−1, by dSn−1 or by Mn−1. In contrast, dSn can only be foliated by
Mn−1 or by Sn−1. Curiously enough, Mn can also be foliated by dSn−1.

8.8 Isometries, conformal invariance and Confor-
mal structure

To be specific, let us denote

x2 ≡ y2 ∓ l2z2 ≡
∑
i

εiy
2
i ∓ l2z2 (8.78)
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Then we define

X0 ≡ l2 − x2

2lz

Xn ≡ − l
2 + x2

2lz

xi = yi

z
(i = 1 . . . n− 1) (8.79)

This is legitimate change of coordinates as long as we keep the radius l itself
as one of the coordinates. Conversely

yi = Xi

X0 −Xn
l

z = l

X0 −Xn

l2 = ∓
(
X2

0 −X2
n +

∑
εiX

2
i

)
(8.80)

Some useful formulas

∂

∂X0
= −z

l
yi∂i −

z2

l
∂z ∓

l2 − x2

lz
∂l2

∂

∂Xn
= z

l
yi∂i + z2

l
∂z ∓

l2 + x2

lz
∂l2

∂

∂Xi
= z∂i ∓ 2εiy

i

z
∂l2 (8.81)

8.9 Conformal invariance.

The full isometry group is some non-compact real form of SO(n + 1). In
Poincaré coordinates there is a manifest ISO(n − 1) isometry subgroup
not involving the horographic coordinate. It is important to understand
all isometries in Poincaré coordinates. Let us work out the non-explicit
generators

L0n ≡ X0∂n +Xn∂0 = yi∂i + z∂z

L0i ≡ X0∂i − εiXi∂0 =
∑
j

(l2 − x2)δij + 2εiyiyj
2l ∂j + εiy

i z

l
∂z

Lni ≡ −Xn∂i − εiXi∂n =
∑
j

(l2 + x2)δij − 2εiyiyj
2l ∂j − εiyi

z

l
∂z(8.82)

Translations of the yi correspond to the combination

ki ≡ l
∂

∂yi
= −(Lni + L0i) (8.83)
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All spaces considered here whose Poincaré metric reads

ds2 =
∑i=n−1
i=1 εidy

2
i ∓ l2dz2

z2 (8.84)

are obviously scale invariant

y′i = λyi

z′ = λz (8.85)

This corresponds in Weirestrass coordinates to the lorentz transformation
on the plane (X0Xn)

X ′0 = (λ2 + 1)X0 + (λ2 − 1)Xn

2λ

X ′n = (λ2 − 1)X0 + (λ2 + 1)Xn

2λ (8.86)

id est,

X− → λX−

X+ → X+

λ
(8.87)

(which should be plain from the previous formula for the generator L0n.)
They also enjoy invariance under inversions, that is

yi →
yi∑

εiy2
i ∓ l2z2

z → z∑
εiy2

i ∓ l2z2 (8.88)

In Weierstrass coordinates they correspond to the swap of the two lightcone
coordinates in the aforementioned plane (X0Xn)

X+ ↔ X− (8.89)

The remaining isometries are the somewhat nasty combinations

L0i − Lni =
∑
j

(−x2)δij + 2εiyiyj
l

∂j + 2εiyi
z

l
∂z (8.90)

We are now in a position to study the little group H of a given point (which
can always be rotated to a fiducial one, P )

P ≡ (~y = ~0, z = l) (8.91)
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because general theorems then ensure thatr the whole space will then be
isomorphic to SO(n+1)/H. The translational isometries must be generated
by the n generators

Lni + L0i

L0n (8.92)

It seems then that

H+ = {Lij , Lni}
H− = {Lij , L0i} (8.93)

The number of non-compact generators is equal to the number of timelike
coordinates amongst the yi in the + case, and equal to this same number
plus une unit in the − case. This implies

AdSn = SO(2, n− 1)/SO(1, n− 1)
EAdSn = SO(1, n)/SO(n)
dSn = SO(1, n)/SO(1, n− 1)
EdSn = SO(n, 1)/SO(n) (8.94)

Eunclidean anti de Sitter EAdSn is just de Sitter dSn with imaginary radius.
Euclidean deSitter EdSn is Euclidean anti de Sitter with negative ambient
metric.

8.10 Asymptotic Behavior.

8.11 de Sitter

dSn
The n-dimensional de Sitter space can be globally coordinatized by

X0 = l sinh τ

Xi = l ni cosh τ (i = 1 . . . n) (8.95)

where
∑i=n
i=1 n

2
i = 1 and −∞ ≤ τ ≤ ∞. This gives

ds2 = l2
(
dτ2 − cosh2 τ dΩ2

n−1

)
(8.96)

A further change of coordinates, namely cos T = 1
cosh τ where −π/2 ≤ T ≤

π/2 yields

ds2 = l2

cos2 T

(
dT 2 − dΩ2

n−1

)
(8.97)

which is conformal to a piece of R × Sn−1, which is the Einstein static
universe, the template used by Hawking and Ellis [?] to study conformal
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Figure 8.4: Conformal structure of dSn. In the figure on the right it is
represented the portion of the space covered by Poincaré coordinates.

structure. The piece is a slab in the timelike direction, but otherwise in-
cluding the full three-sphere at each time. The fact that conformal infinity
is spacelike means that there are both particle and event horizons.

The piece of space covered by the static patch is one quarter of it, namely
just the left wedge containing the center and the corbers at minus and plus
infinity.

8.12 Anti de Sitter AdSn.

The fact that in this case there are two times suggests:

X0 = l
cos τ

cos ρ

X4 = l
sin τ

cos ρ

Xi = l ni tg ρ (i = 1 . . . n− 1) (8.98)

where
∑i=n−1
i=1 n2

i = 1 and −π ≤ τ ≤ π, 0 ≤ ρ ≤ π/2. The space is again
conformal to a piece of half Einstein’ s static universe:

ds2 = l2

cos2ρ

(
dτ2 − dρ2 − sin2ρdΩ2

n−2

)
= l2

cos2ρ

(
dτ2 − dΩ2

n−1

)
(8.99)

If we want to eliminate the closed timelike lines, one can consider the
covering space −∞ ≤ τ ≤ ∞. The slab of R × Sn−1 to which AdSn is
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conformal to includes now the full timelike direction, but only an hemisphere
at each particular time. Null and spacelike infinity can be considered as the
timelike surfaces ρ = 0 and ρ = π/2. This implies that there are no Cauchy
surfaces. Consider for instance the null geodesic

τ = ρ (8.100)

It propagates from the prigin ρ = 0 to spatial infinity at ρ = π
2 in finite time

∆τ = π/

2 (8.101)

Conversely information leaking in from spatial infinity reaches the origin in
finite time.

8.13 Euclidean anti de Sitter space EAdSn

We write

Xµ = lnµ sinh τ

Xn = lcosh τ (8.102)

with
∑n−1
µ=0 εµn

2
µ = 1, so that the metric reads

ds2 = l2
(
dτ2 + sinh τ2dΩ2

n−1

)
(8.103)

The change of variables
eT = th τ/2 (8.104)

yields

ds2 = l2
e2T

1− e2T

(
dT 2 + dΩ2

n−1

)
(8.105)

(the other half of the global space would be covered by another copy of
the above metric).

In this metric, Xn ≥ X0 always, which means that in Poincaré coordi-
nates z ≥ 0, and z → 0 when τ → ∞, which is equivalent to T → ∞, and
represents the boundary of the space, a Sn−1 sphere.

8.14 What portion of Weiersstrass coordinates do
Poincaré coordinates cover?

• dSn

If we call n the n-th component of the unit vector ~n, then there is a
critical value of the parameter τ such that

tanh τ(n) = n (8.106)
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which is such that
τ < τ(n)⇒ z > 0 (8.107)

and
z → ±∞⇔ τ → τ(n)∓ (8.108)

This means that at any given value of τ only those points on the sphere
that obey

n ≤ tanh τ (8.109)

can be represented in Poincaré coordinates. For example, when τ =
−∞, that is T = −π/2, tanh τ = −1, so that only the South pole
(n = −1) can be covered. At the other extreme, when, τ =∞, that is
T = +π/2, tanh τ = 1, we can cover the full sphere.

Figure 8.5: Surfaces of constant z in Poincaré coordinates in dSn.

On the other hand, it is clear that

z → 0± ⇔ τ → ∓∞ (8.110)

There is a discontinuity at τ(n) which depends on the point in de
Sitter space.

• AdSn

It is clear that the region z ≥ 0 corresponds to the patch

π/4 ≤ τ ≤ π (8.111)

and the region 0 ≥ z to

− π ≤ τ ≤ −3π/4 (8.112)
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The region
z = 0 (8.113)

is dubbed the boundary (of the Poincaré patch) of AdS and corresponds
to

ρ = π/2 (8.114)

Figure 8.6: Conformal structure of AdSn. In the figure on the right it is
represented the portion of the space covered by Poincaré coordinates.

Finally
z =∞ (8.115)

is usually called the horizon and corresponds to Xn = X0, that is,

τ = π/4 (8.116)

or else
τ = −3π/4 (8.117)

(assuming ρ 6= π/2).
When ρ = π/2− ε and τ = π/4± δ,

z = ±
√

2
2
ε

δ
(8.118)

and the limit depends on how the limit point ε = δ = 0 is reached.
The same thing happens when ρ = π/2− ε and τ = −3π/4± δ,

z = ∓
√

2
2
ε

δ
(8.119)



170 8. SPACES OF CONSTANT CURVATURE.



9

Friedmann-Robertson-
Walker Cosmological
Models.

The so called cosmological principle assumes that the universe is spatially
homogeneous and isotropic and filled with a materia content which can be
properly approximated by a perfect fluid.

A manifold is said to be spatially homogeneous in a mathematical sense
when there are a uniparametric family of hypersurfaces, Σt such that given
two points, P and Q in the same hypersurface, there is an isometry that
carries P into Q (it is said in learned language, that the isometry group acts
transitively). The group of isometries has maximum dimension

D ≡ n(n+ 1)
2 (9.1)

in which case, it is a space of constant curvature. This implies, D=10 in
n=4 (this is the case of Minkowski, de Sitter and anti de Sitter spaces, an
only those). In three dimensions, n=3, the maximum D=6, and this is the
case we are interested with .

The perfect cosmological principle which was the basis for the steady
state cosmological model assumed full homogeneity of the four-dimensional
space-time manifold. This restrict the form of the metric to one of the three
maximally symmetric four-dimensional spaces: de Sitter, anti-de Sitter or
Minkowsli. It is not easy to accommodate the CMB data on these models
without many epycicles.

This means that the three-dimensional Riemann tensor must be of con-
stant curvature

(3)Rijkl = κhk[ihj]l (9.2)

Positive curvature (κ = +1) corresponds spaces isometric to the three-

171
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dimensional sphere
x2 + y2 + z2 + w2 = R2 (9.3)

Negative curvature (κ = −1) corresponds to spaces isometric to the hyper-
boloid

t2 − x2 − y2 − z2 = R2 (9.4)

Coordinates can be defined in such a way that

ds2
κ=+1 = dψ2 + sin2 ψ

(
dθ2 + sin2θ dφ2

)
(9.5)

and
ds2
κ=−1 = dψ2 + sinh2 ψ

(
dθ2 + sin2θ dφ2

)
(9.6)

It is also assumed that there is a uniparametric family of isotropic ob-
servers characterized by a vector field u, such that

u.Σt = 0 (9.7)

9.1 The cosmological fluid of fundamental observers

The general form of the metric of an homogeneous and isotropic universe
was shown by FRW to be

ds2 = dt2 − a(t)2ds2
3 (9.8)

where ds2
3 is the metric of a three space of constant curvature such as the

ones we have just seen. When the curvature of the three space vanishes, the
FRW metric reduces to

ds2 = dt2 − a2δijdx
idxj (9.9)

FRW models are conformally flat. When κ = 0 this immediate using the
conformal time

dt ≡ a(η) dη (9.10)

so that
ds2 = a2(η)

(
dη2 − d~x2

)
(9.11)

For the closed model (κ = +1) and in terms of the conformal time
(f ′ ≡ d

dηf)

R00 = 3
a4

(
(a′)2 − aa′′

)
Rji = − 2

a2 δ
j
i

R = − 6
a3
(
a+ a′′

)
(9.12)
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Then
8πG
c4 ρ = 3

a4

(
a2 + (a′)2

)
(9.13)

Assuming an energy-momentun tensor to be of the perfect fluid form,
Einstein’s equations can be easily shown to reduce in this case to

ȧ2 − 8πG
3 (ρ+ ρλ) a2 − κ

2 (9.14)

where we have now represented by ρm the energy density of matter and by

ρλ ≡ −
λ

8πG (9.15)

the equivalent quantiy corresponding to the cosmological constant, which is
dubbed dark energy.

The covariant conservation of the energy momentum tensor tells us that

ṗa3 = d

dt

(
a3 (ρ+ p)

)
(9.16)

From all this can be deduced that

ä

a
= −4π

3 (ρ+ 3p) (9.17)

This means that if the (negative) dark pressure is big enough then cosmic
acceleration may result. The fact that this is observed by cosmologists was
the first indication that there is a nonvanishing cosmological constant in the
universe.

Assuming now the equation of state corresponding to radiation

p = 1
3ρ (9.18)

this yields
ρa4 ∼ constant (9.19)

When the pressure is negligible (which is the case for nonrelativistic matter);
this type of matter is traditionally called dust by cosmologists, then

ρa3 ∼ constant (9.20)

9.2 Cosmological redshift

It is quite easy to check that the µ = 0 component of the FRW geodesic
equation is given by

d2t

dλ2 + aȧδij
dxi

dλ

dxj

dλ
= 0 (9.21)
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For null geodesics in the x-direction

dt

dλ
= a

dx

dλ
(9.22)

This means that in this case

d2t

dλ2 + ȧ

a

(
dt

dλ

)2
= 0 (9.23)

which in turn implies
dt

dλ
∼ 1
a

(9.24)

The four momentum of such a photon would then be

p = ~ (ω, ω, 0, 0) (9.25)

Now the energy of a photon measured by a comoving observer is

E ≡ p.u = dt

dλ
= ω0a0

a
(9.26)

This formula yields the cosmological redshift. It could also be derived by
using the constancy of the product

ξ.k (9.27)

along a geodesic with tangent vector k, ξ being any Killing vector (not
necessarily timelike). The frequancy is

ω ≡ k.u (9.28)

Owing to the fact that k is null, this is the same as the projection on the
three-space orthogonal

k.Σt (9.29)

But there always an specific spacelike killing ξs such that

k.Σt = k
ξs√
ξ2
s

∼ 1
a

(9.30)

Let us reming that in general the redshift is defined as

1 + z ≡ ω

ω + ∆ω ≡
λ+ ∆λ

λ
= 1 + ∆λ

λ
= a0

a
(9.31)

(this would become blueshift in case ∆λ < 0),
The observation of the cosmological redshift then indicates that

a0
a
> 1 (9.32)
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that is, that we are in a universe in expansion. To put is in an equivalent
way, the Hubble parameter is defined as

H(t) ≡ ȧ

a
(9.33)

When a numerical value is quoted it usually refers to its value at the present
time, t = t0, like in

H0 ∼ 71±4Kms−1Mpc−1 ∼ 2×10−18 s−1 ∼ 10−10y−1 ∼ 2×10−42 GeV ∼ 2×10−61 MP

(9.34)
Ay any rate we can write to linear order

a(t) = a0 (1 +H0 (t− t0)) (9.35)

so that
z ∼ H0 (t0 − t) (9.36)

In this approximation, the cosmological redshift is proportional to the dis-
tance of the object in question. It is also customary to define the deceleration
parameter as

q0 ≡ −
a0ä0
ȧ2

0
(9.37)

The observation favors negative values of this parameter indicating that the
universe is in a period of acceleration.

9.3 Cosmological Horizons

One property of many models is the following. At a given instant of time, a
given particle P has has time to interact only with a portion of the spacetime;
the rest had not yet time to teach the particle with any signal; it is outside
tha past light cone of the particle. This happens for example if we consider
half of Minkowski space without the piece corresponding to negative times,
t ≤ 0.

M+
4 ≡ {x ∈M4 & t > 0} (9.38)

This is a repectable spacetime with boundary. Consider now an event P at
a given time t = t0. It is plain that all events that at time t = 0 were not
closer to the event P that ct0 did not yet have time to send any signal to P;
they have not been in causal contact.

Let us consider for simplicity the flat FRW model. We can define the
conformal time

η ≡
∫

dt

a(t) (9.39)

so that the metric is formally conformal to Minkowski space

ds2 = a(τ2)
(
dτ2 − dx2 − dy2 − dz2

)
(9.40)
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Now there is the possibility that the range of η does not go from

−∞ ≤ η ≤ ∞ (9.41)

but instead from
τ0 ≤ η ≤ ∞ (9.42)

In that case there is a particle horizon. This happens when

limt→0

∫
dt

a(t) > −∞ (9.43)

This is what happens for example in de Sitter Universe, where

a(η) = 1
η

(9.44)

so that
η = ±τ0 e

t−t0 (9.45)
So that the whole real line

−∞ ≤ t ≤ ∞ (9.46)

is mapper either into
0 ≤ η ≤ ∞ (9.47)

for the plus sign; or else into

−∞ ≤ η ≤ 0 (9.48)

for the minus option.

9.4 Cosmological parameters

Let us define the associated energy density to the Hubble expansio

ρH ≡
3H2

8πG (9.49)

as well as the equivalent energy density to the curvature, namely

ρκ ≡ −
3κ

8πGa2 (9.50)

The critical density is by definition

ρc ≡ ρH0 (9.51)

Taking quotients with the critical density, we get a sum rule

Ωλ + Ωm + Ωk = 1 (9.52)

The recent observational results point towards

Ωκ ∼ 0
Ωm ∼ 0.3
Ωλ ∼ 0.7 (9.53)
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Gravitational energy.

The energy of a gravitational field is not really well defined, owing to the
equivalence principle, that says precisely that for a free-falling FREFO there
is no local gravitational field. This shows that the notion of gravitational en-
ergy does depend on the frame, and so it can not be the timelike component
of a geometrical vector. If it were, its vanishing would have had an intrin-
sic meaning. In a certain sense it could be said that Einstein’s equations
equate the energy-momentum of the matter to the analogous quantity for
gravitation. This would indicate that the gravitational energy-momentum
tensor would be

T grav
µν = − c3

16πG

(
Rµν −

1
2(R+ 2λ) gµν

)
(10.1)

in such a wat that the total energy density vanishes

T grav
µν + Tµν = 0 (10.2)

This is sensible, except that this construct is covariantly conserved (as is
the energy-momentum tensor of the matter) and does not give rise to any
conserved quantity different from zero. Let us see that in detail.

10.1 Energy of matter in the presense of a back-
ground gravitational field

Let us assume that there is a timelike Killing vector in our spacetime, that
is, a vector ξ such that

£(ξ) gµν = ∇µξν +∇νξµ = 0 (10.3)

Then there is a covariantly conserved four vector

Pµ ≡ Tµ λξλ (10.4)

177
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In fact
∇µPµ = (∇µTµ ρ) ξρ + Tµ ρ∇µξρ = 0 (10.5)

where the second term vanishes because the symmetric part of the covariant
derivative of a Kiling vector also vanishes.

The covariant energy-momentum conservation equation could be written
as a covariant Killing current conservation and this in turn is equivalent to
asserting that a certain one form is co-closed

δτ = ∗−1d ∗ τ = −∇µτµ = 0 (10.6)

where τ is the one-form
τ ≡ Tµνξνdxµ (10.7)

Now (assuming the first Betti number b1 = 0) this means that

d ∗ τ = 0 (10.8)

Now ∗τ is a three-form

∗ τ ≡ ηµνρσdxν ∧ dxρ ∧ dxσTµλξλ (10.9)

Stokes’ theorem guarantees that the integral over any four-dimensional do-
main

0 =
∫
M
d ∗ τ =

∫
∂M
∗τ (10.10)

Let us take by M the four-dimensional cylinder bounded by two caps at
t = t0 and t = t1. We get, refered to the particular static case where ξ = ∂

∂t

0 =
∫
∂M
∗τ =

∫
t=t1

√
|g|T 0

0 −
∫
t=t0

√
|g|T 0

0 (10.11)

this shows that Killing energy

E ≡
∫

Σt
ηµνρσdx

ν ∧ dxρ ∧ dxσTµλξλnµ (10.12)

where nµdxµ = dt. is time independent in the static case.
Energy can also be defined in GR in some additional cases, in particular

for fields that correspond to compact sources, so that they are asymptotically
flat. In this case it transforms covariantly under the asymptotic symmetry
group. Can we do this also for the gravitational field? Yes, we can but
Einstein’s equations tell us that the result is exactly the same with opposite
sign.

• Linear Bianchi Starting from

∇µGµν = 0
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and expanding
gµν = ḡµν + hµν

we easily get

∇̄µGµν(1) = −Γ(1)
ρ
ρλḠ

λν − Γ(1)
ν
ρλḠ

ρλ

so that to the extent that
Ḡρλ = 0

we get
∇̄µGµν(1) = 0



180 10. GRAVITATIONAL ENERGY.

• Flat linear transversality It is a fact that

4 (D.h)ρσ = k2hρσ−kλkρhλσ−kλkσhλρ+kρkσh−ηρσ
(
k2h− kλkδhλδ

)
In terms of the new variables

h̄αβ ≡ hαβ −
1
2hηαβ

it reads

4D̄ρσ = k2h̄ρσ − kλkρh̄λσ − kλkσh̄λρ + ηρσk
λkδh̄λδ

Introducing the superpotential with the symmetries of the Riemann
tensor

2Kµνρσ ≡ ηµσh̄νρ + ηνρh̄µσ − ηµρh̄νσ − ηnσh̄µρ
then the following is true

−2kνkσKµνρσ = 4D̄µρ
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• General linear transversality
Expanding Einstein Hilbert one gets

S = 1
2

∫
dnx

√
ḡ hαβ

(1
4 ḡαβ ḡµν∇̄

2 − 1
4 ḡαµḡβν∇̄

2 + 1
2 ḡαµ∇̄β∇̄ν −

1
2 ḡµν∇̄α∇̄β

+1
2 ḡαβR̄µν −

1
2 ḡαµR̄βν −

1
2R̄αµβν −

1
8
(
R̄+ 2λ

)
(ḡαβ ḡµν − 2ḡαµḡβν)

)
hµν(10.13)

The third term can be shuffled using

∇̄ν∇̄βhµν = ∇̄β∇̄νhµν − hλνR̄µ,λβν +hλµR̄λβ

For a constant curvature background,

R̄αµβν = − 2
(n− 1)(n− 2)λ (ḡαβ ḡµν − ḡαµḡβν)

R̄µν ≡ −
2

n− 2λgµν

This is the same as in TO, with

λ = −4n− 1
n+ 3ΛTO

The corresponding EM are(1
4 ḡαβ ḡµν∇̄

2 − 1
4 ḡαµḡβν∇̄

2 + 1
2 ḡαµ∇̄β∇̄ν −

1
2 ḡµν∇̄α∇̄β −

(n+ 3)λ
4(n− 1) (ḡαβ ḡµν − 2ḡαµḡβν)

)
hµν = 0

raising indices with the background metric, that is

ḡαβ∇̄2h−∇̄2hαβ +2∇̄β∇̄νhνα−2∇̄α∇̄βh−
(n+ 3)λ
(n− 1) (ḡαβh− 2hαβ) = 0

This is presumably equivalent to TO’s operator which reads

D̄αβ ≡ ∇̄2hαβ−∇̄λ∇̄αhλ β−∇̄λ∇̄βhλ α+∇̄α∇̄βh−ḡαβ
(
∇̄2h− ∇̄µ∇̄νhµν

)
−2Λ

(
hαβ − 1

2 ḡ
αβh

)
This can be rewritten using

hαβ ≡ h̄αβ −
1

n− 2 h̄ḡαβ

as

D̄αβ(h̄) ≡ ∇̄2h̄αβ − ∇̄λ∇̄αh̄λ β − ∇̄λ∇̄βh̄λ α + ḡαβ∇̄µ∇̄νhµν − 2Λh̄αβ

This is nothing more than our old Gαβ(1), so that it also obeys on shell

∇̄αD̄αβ = 0
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Let us consider the current obtained by contracting with a Killing
vector

jµ ≡ D̄µνkν

It is an easily proved fact that

∇̄µjµ = 0

Let is define the superpotential

2Kµανβ ≡ ḡµβh̄να + ḡναh̄νβ − ḡµν h̄αβ − ḡαβh̄µν

Let us compute

Y µν ≡ ∇̄α∇̄βKµανβ = 1
2D̄

µν + 1
2[∇̄λ, ∇̄ν ]h̄λµ + Λh̄µν ≡ 1

2D̄
µν −Xµν

Xµν ≡ 1
2[∇̄λ, ∇̄ν ]h̄λµ + Λh̄µν = −1

2 h̄
λρR̄ν λµρ + 1

2 h̄
λνR̄λµ + Λh̄µν

R̄ν αβγK
µαβγ = −2R̄ν α µ γ h̄αγ − 2R̄ν γ h̄µγ

10.2 The energy-momentum pseudotensor of the
gravitational field.

In agreement with our previous observations, it is not possible to define
the gravitational energy in a geometrical way, but it is certainly possible
to define it as a quantity that is only tensorial under certain restricted set
of transformations. This is traditionally called a pseudotensor, and there
are many of them, associated to the names of Einstein, Moller, Landau and
Lifshitz, etc.

It seems appropiate to begin by investigating what happens in a free-
falling frame. In normal coordinates appropiate to such a FREFO the Ricci
tensor at the origin, where the metric tensor coincides with the Minkowskian
one, and its first derivativa vanishes (but not the second derivatives)

gαβ = ηαβ

∂αgβγ = 0
∂α∂βgβγ 6= 0 (10.14)

(we emphatize that thios is only true at one point, here taken as the origin
of our reference system ) reads

Rµν = 1
2g

µλgνρgδσ (∂λ∂σgδρ + ∂δ∂ρgλσ − ∂λ∂ρgδσ − ∂δ∂σgλρ) (10.15)
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We have already pointed out that a natural definition of gravitational energy-
momentum tensor is

Tµν ≡ c4

8πG

(
Rµν − 1

2Rg
µν
)

= c4

16πG

(
gµλgνρ − 1

2g
µνgλρ

)
gδσ ×

(∂λ∂σgδρ + ∂δ∂ρgλσ − ∂λ∂ρgδσ − ∂δ∂σgλρ) = c4

16πG (∂µ∂σgσν − ∂σ∂νgµσ − ∂µ∂νg−

−�gµν − gµν
(
∂σ∂λg

σλ −�g
))

(10.16)

It so happens that this expression can be written in terms of a superpotental,
Hµνλ

Tµν = 1
|g|
∂λH

µνλ (10.17)

where (the factors of |g| are immaterial in this frame, in which g = −1, tpo
the extent that they are undifferentiated)

Hµνλ ≡ c4

16πG ∂σ
(
|g|
(
gµλgνσ − gµνgλσ

))
(10.18)

The key to this result is that the derivative of the determinant

∂αg = ggρσ∂αgρσ (10.19)

vanishes in a free falling system. The second derivative

∂α∂βg = ggρσ∂α∂βgρσ = ηρσ∂α∂βgρσ (10.20)

For a FREFO the derivative of the determinant of the metric tensor is the
same thing as the trace of the derivative of the same metric tensor. The
superpotential is antisymmetric in the two last indices

Hµνλ = −Hµλν (10.21)

The conservation of our candidate for gravitational energy is then immediate
(it was at any rate guaranteed by Bianchi identities). Now if we consider
a general observer these formulas need modification; we shall call tµν the
necessary addenda so that we have exactly√

|g| (Tµν + tµν) = ∂λH
µνλ (10.22)

LL found an exact expression for the pseudotensor

tµν = c4

16πG

{(
gµλgνσ − gµνgλσ

) (
2ΓδλσΓσδσ − ΓργλΓγρσ − ΓγλγΓδσδ

)
+

+gµλgρσ
(
ΓνδλΓδρσ + ΓνρσΓδδλ − ΓνδσΓδλρ − ΓνλρΓδδσ

)
+gνλgρσ

(
ΓµδλΓδρσ + ΓµρσΓδδλ − ΓµδσΓδλρ − ΓµλρΓ

δ
δσ

)
+gλσgρδΓµλρ

(
Γνσδ − ΓµλσΓνρδ

)}
(10.23)
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This means that there is an ordinary conservation law for the quantities

Pµ ≡ 1
c

∫
Σ

√
|g| dS nλ

(
Tµλ + tµλ

)
= 1
c

∫
nλ dS ∂σH

µλσ(10.24)

If we take
Σ ≡ {t = t0} ∪ {r ≤ L} (10.25)

then the normal vector is dual to the one-form

n = dt (10.26)

that is,
nµ = δ0

µ (10.27)

It follows

Pµ = 1
c

∫
Σ
dn−1x ∂σH

µ0σ (10.28)

The boundary is the timelike surface

∂Σ ≡ {r = R} (10.29)

whose normal one-form is
n = dr (10.30)

This means that
Pµ = 1

c

∫
∂Σ
dn−2x nk H

µ0k (10.31)

It is necessary to introduce asymptotically flat coordinates

r2 ≡
∑
i

x2
i

rdr =
∑

xidx
i (10.32)

The spatial components (assuming dθ = dφ = 0) read

gij = −δij −
rS
r

xixj
r2 (10.33)

H00k = c4

16πG∂j
(
g00gjk

)
= c4

16πG∂j
((

1 + rS
r

)(
δjk + rS

r

xkxj
r2

))
= M

8π∂j

(
−δ

jk

r
+ xkxj

r3

)
=

= M

4π
xk

r2 (10.34)

This yields the LL pseudoenergy

E ≡
∫
r=R

M

4πr2 r
2 dθ ∧ dφ = M (10.35)
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The formula in a general reference system is easily computed by restoring
all terms involving first derivatives of the metric tensor. For example

∂λg = 2Γλg (10.36)

as well as
∂λg

µν = −gµαΓνλα − gνβΓµβλ (10.37)
and

∂ρΓσαβ = −1
2
(
Γσδρ + Γλωρgσωgγλ

)
Γδαβ (10.38)

Define
Tµν ≡ c4

8πG

(
Rµν − 1

2Rg
µν
)

(10.39)

then
tµν ≡ 1

g
∂λH

µνλ − Tµν (10.40)

yielding
8πG
c4 tµν = 2

(
gµαΓνρα + gναΓµρα

) (
gρβΓβ + Γρ

)
−

−
(
gµβΓλρβ + gλβΓµρβ

) (
gναΓρλα + gραΓνλα

)
− (gµαΓα + Γµ)

(
gνβΓβ + Γν

)
−

−2gρα
(
gµαΓναρ + gναΓµαρ

)
− 2gµν

(
Γλ + Γαgλα

)
+2 (Γρ + Γλ)

(
gνρ

(
gµαΓλρα + gλαΓµρα

)
+ gµλ (gναΓα + Γν)

)
+

+4
(
gµνgρλ − gµλgνρ

)
ΓρΓλ −

(
gµνgρλ − gµλgνρ

) (
Γβδλ + Γπgβπgδλ

)
Γδρβ −

−gµγgνω
(
−1

2
(
Γδ + Γλgδλ

)
Γδγω + 1

2
(
Γβωδ + Γλωεgβεgδλ

)
Γδγβ + ΓλγωΓλ − ΓργλΓλωρ

)
+

+1
2g

µν
[
− 1

2
(
Γδ + Γλgδλ

)
Γδ + 1

2Γλρσ
(
gραΓσλα + gσαΓρλα

)
+

+1
2g

λσ
(
Γβσδ + Γλσσ′gβσ

′
gδλ
)

Γδλβ + ΓλΓλ − gαβΓραλΓλβρ
]

(10.41)

10.3 Hamiltonians on curved surfaces.

When defining canonical momenta in gauge theories there are always rela-
tionahips between coordinates and momenta, which Dirac dubbed primary
constraints.

φi(q, p) = 0 (1 = 1 . . . P ) (10.42)
Dirac [8] defines equations that are true when the constraints are used weak
equations. Let us consider the electromagnetic lagrangian as a primary
example

S = −1
4FµνF

µν =
∑
i,j

(1
2Ȧ

2
i − Ȧi∂iA0 + 1

2
(
~∇A0

)2
− 1

4FijF
ij
)

(10.43)
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It is clear that the canonical momentum conjugate to the variables A0(t, ~x)
vanishes.

π0(t, ~x) ∼ 0 (10.44)

There are then ∞3 (one for each point ~x ∈ R3) primary constraints.

πi = −∂iA0 + Ȧi (10.45)

The hamiltonian is not uniquely defined; we can always add any combination
of constraints to the naïve H:

H ≡ Hnaive +
P∑
i=1

ciφi (10.46)

For electrodynamics, it reads

H ≡
∫
d3x

(
~π2

2 +
~B2

2 + ~π.~∇A0 + c1π
0
)

(10.47)

By consistency, we must demand that the primary constraints stay weakly
zero after baing propagated in time, that is,

φ̇i(q, p) ≡ {φi, H} = 0 (10.48)

In order to make sure of that, it might be neccessary to introduce new
constraints; those are called secondary constraints. Coming back again to
electrodynamics, we have

π̇0 (x) = {π0(x), H} = ~∇.~π(x) ∼ 0 (10.49)

This is Gauss’law, which in this language appears as a secondary constraint.
Altogether we have a set of constraints both primery and secondary

φI = 0 I = 1 . . . N) (10.50)

For example, at this stage in electrodynamics we have two constraints per
point, namely

φ1 ≡ π0 ∼ 0
φ2 ≡ ~∇.~π ∼ 0 (10.51)

Let us determine the arbitrary functions in the hamiltonian. Let us consider
the case where we can ensure that

{φI , H}+
∑
j

ui{φI , φj} ∼ 0 (10.52)
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without introducing any new constraints; that is, by determining appropiate
functions ui = Ui(p, q). There is always an ambiguity. Namely, given a
solution Ui of the above system, let us consider the independent solutions of∑

j

Vaj (q, p){φI , φj} ∼ 0 (10.53)

(and this for all constraints, ∀I. Assume there are a = 1 . . . A of them (it is
of course possible that A = 0). Then the total hamiltonian Dirac writes is

HT ≡ H +
∑

Uiφi + vaφa (10.54)

where
φa ≡

∑
Vakφk (10.55)

and we recall that the coefficients va are arbitrary.
This constraints φa are such that

{φa, φk} =
∑
j

Vaj (q, p){φj , φk} ∼ 0 (10.56)

Vanishes ∀φk. It is useful to define first class functions of the phase space as
those that have vanishing bracket with all constraints. Otherwise we say the
quantity is second class. It is not difficult to show that the Poisson bracket
of two first class quantities is another first class quantity.

Independent first class primary constraints are the generating functions
of contact transformations that leave invariant the physical state. There is
a redundant description of physical states in our variables; any element of
the gauge orbit is a good representative of the physical state.

In the case of electromagnetism

{φ1, φ2} ∼ 0 (10.57)

so that both φ1 and φ2 are first class constraints. There are 2×∞3 first class
constraints and no second class ones. In general, the number of independent
degrees of freedom is given by

nDOF = n− nF −
1
2nS (10.58)

(where nF is the number of first class constraints, and nS the number of
second class ones.

Let us represent the remaining second class constraints as

χi(q, p) ∼ 0 i = 1 . . . nS (10.59)

Let us form the matrix
Aij ≡ {χi, χj} (10.60)
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It is a nonvanishing antisymmetric matrix (which tells us by the way, that S
is an even number). Now Dirac showed that by replacing Poisson brackets
with what we now call Dirac brackets, namely

{f, g}∗ ≡ {f, g} −
∑
{f, χi}

(
A−1

)ij
{χj , g} (10.61)

This changes nothing for first class quantitites, including the total hamil-
tonian HT . On the other hand, the Diract bracket of any function with a
second class constraint vanishes.

{f, χl}∗ = 0 (10.62)

By using Dirac brackets we can implement second class constraints as strong
equations. One way of dealing with gauge systems is to gauge fix; that is to
introduce a geuge condition, so that only a unique representative is chosen
for each gauge orbit. In the present language this means that all constraints
are now second class. For example, in electrodynamics, we can [15] chose
the radiation gauge

φ1 (t, ~x) ≡ π0 (t, ~x) ∼ 0
φ2 (t, ~x) ≡ ~∇~π (t, ~x) ∼ 0
φ3 (t, ~x) ≡ A0 (t, ~x) ∼ 0
φ4 (t, ~x) ≡ ~∇ ~A (t, ~x) ∼ 0 (10.63)

This gauge is admissible because, first of all, the secondary constraint implies

~∇ ∂

∂t
~A(t, ~x)−∆A0(t, ~x) = 0 (10.64)

This means that the equations

δA0 = ∂0Λ = 0 (10.65)

and
δ~∇ ~A = ∆Λ = 0 (10.66)

are compatible. It is quite easy to show that

A (~x− ~y) ≡


0 0 δ3 (~x− ~y) 0
0 0 0 −∆δ3 (~x− ~y)

−δ3 (~x− ~y) 0 0 0
0 −∆δ3 (~x− ~y) 0 0

(10.67)
We define the inverse matrix in the functional sense, that is∑

j

∫
d3y Aij (~x− ~y) A−1

jk (~y − ~z) ≡ δik δ3 (~x− ~z) (10.68)
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We get

A−1 =


0 0 −δ3 (~y − ~z) 0
0 0 0 1

4π|~x−~y|
δ3 (~x− ~y) 0 0 0

0 − 1
4π|~x−~y| 0 0

 (10.69)

Dirac brackets now read

{πµ(t, ~x), Aν(t, ~y)} =
(
ηνµ − η0

µη
ν
0

)
δ3 (~y − ~z) + ∂µ∂

ν 1
4π |~x− ~y|

{πµ, (t, ~x), πν(t, ~y)} = {Aµ, (t, ~x), Aν(t, ~y)} = 0 (10.70)

and the hamiltonian is

H =
∫
d3x

(
~π2

2 +
~B2

2

)
(10.71)

10.3.1 Lagrangians homogeneous of the first degree.

• In order to get a feeling of what Diff0 invariance means in the present
context, let us consider now the case of homogeneous of first degree
lagrangians, that is, those that obey∑

q̇i
∂L

∂q̇i
= L (10.72)

This naively means that the hamiltonian is zero.
First of all, let us note that any system can be put in such a way by
introducing new phantom degrees of freedom. Assume that

L =
∑
ij

1
2gij(q)q̇

iq̇j − V (q) (10.73)

This system is equivalent to

L =
∑
ij

gij(q)
(
biq̇j − 1

2b
ibj
)
− V (q) (10.74)

Tha algebraic EM for bi read

q̇j = bi (10.75)

and substituting them in the first order lagrangian, it yields the second
order one.
In fact let us consider the time variable as an extra coordinate (more
about this in the next paragraph)

q0 ≡ t (10.76)
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The new lagrangian for our system is defined as

L∗ ≡ L
(
q,

dq
dτ
dq0

dτ

)
≡ L∗

(
q,
dq

dτ

)
(10.77)

and is such that in a precise sense,∫
L∗ dτ =

∫
Ldt (10.78)

Let us elaborate. A general variation of the action is defined as

δ
∫ t2
t1
dt
(
piq̇

i −H
)

=
∫ t2+δt2
t1+δt1 dt

[
(pi + δpi)(q̇i + δq̇i)− (H + δH)

]
−

−
∫ t2
t1
dt
(
piq̇

i −H
)

=

=
∫ t2
t1
dt
(
piδq̇

i + δpiq̇
i − δH

)
+
∫ t2+δt2
t2

dt
(
piq̇

i −H
)
−
∫ t1+δt1
t1

dt
(
piq̇

i −H
)

=

=
∫ t2
t1
dt
(
d
dt

(
piδq

i
)
− ṗiδqi + q̇iδpi − δH

)
+ δt2

(
piq̇

i −H
)∣∣
t2
− δt1

(
piq̇

i −H
)∣∣
t1

=
= G(t2)−G(t1) (10.79)

where
G(t) ≡

(
piq̇

i −H
)
δt+ F (t) + piδq

i (10.80)

and
F (t) ≡

∫ t

dt′
(
−ṗiδqi + q̇iδpi − δH

)
(10.81)

The EM are recovered when the variations satisfy the conditions of
the action principle, that is, when

δt = 0
δqi|ti = δqi|tf = 0 (10.82)

by demanding that
F (t) = 0 (10.83)

we recover the standard EM.

• It is always possible to rewrite the action principle in parametrized
form by enlarging the configuration space

S =
∫ t2

t1
dt

(
n∑
i=1

piq̇
i −H

)
=
∫ τ2

τ1
dτ

n+1∑
i=1

piq
′
i (10.84)

with

q′i ≡
dqi

dτ
R(p, q) ≡ pn+1 +H = 0
qn+1 = t (10.85)
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The constraint can be implemented by a Lagrange multiplier

S =
∫ τ2

τ1
dτ

(
n+1∑

1
piq
′
i −NR(p.q)

)
(10.86)

The EM for N
δS

δN
= R = 0 (10.87)

yields the constraint. The theory is now invariant under arbitrary
reparametrizations

τ → τ ′ (10.88)

provided
N(τ)dτ (10.89)

is interpreted as a 1-form.
To reduce a parametrized action to canonical form we insert the solu-
tion of the constraint equations

S =
∫
dτ

(
n∑
1
piq
′
i −Hq′n+1

)
=
∫
dqn+1

(
n∑
1
pi

dqi

dqn+1
−H

)
(10.90)

so that qn+1 plays the rôle of the time coordinate. The EM only tell
us that

−N(τ) ∂R

∂pn+1
= dpn+1

dτ
= −∂H

∂τ
≡ −

n+1∑
1

∂H

∂qi
q̇i (10.91)

but given the fact that N(τ) is undetermined, this means that it is
possible to choose qn+1(τ) also at will.

10.4 Dirac universal brackets

In this section it will prove convenient to reserve tha label yα for the space-
time coordinates to tell them apart from the 3 + 1 coordinates (t, xi) to be
defined in the sequel.

Let us now consider a foliation of space-time given by the function

t(yα) = C (10.92)

The level hypersurfaces are spacelike; that is, the normal vector

nα ≡ N∂αt (10.93)

is timelike, and will always be normalized

n2 = 1 (10.94)



192 10. GRAVITATIONAL ENERGY.

so that
1
N2 ≡ g

αβ∂αt∂βt (10.95)

We shall also assume the existence of a congruence of curves

yα ≡ σα(xi, t) (10.96)

Each curve in the congruence is thepresented by

xi = Ci (10.97)

Tangent vectors on the hypersurface are given by

ξαi ≡ ∂iσα i = 1 . . . n− 1 (10.98)

The normal vector n is such that

gαβξ
α
i n

β = 0 (10.99)

The vector tangent to the congruence can be expanded as

Nα ≡ ∂σα

∂t
≡ Nnα +N iξαi ≡ Nnα +Nα (10.100)

where
N ≡ Nαnα = ∂σα

∂t
N ∂αt (10.101)

is the lapse and N i is the shift in ADM’s (Arnowitt-Deser-Misner) notation.
This means that the vector that goes from (t, x) ∈ Σt to the point

(t+ dt, x) ∈ Σt+dt does not lie necessarily in the direction of the normal to
the hypersurface.

Actually from the very definition follows that

Nα∂αt = 1 (10.102)

Also our parametrization of the curves of the congruence as xi = Ci imply
that

£(Nα)ξβi = 0 (10.103)

Finally, the fact that the coordinates xi on each surface are independent
means that, considered as spacetime vectors,

[ξi, ξj ] = 0 (10.104)

The ∞3 dymamical variables σα will have some canonically conjugate
momenta

{σµ(t, x), πν(t, y)} = δµν δ
n−1(x− y) (10.105)
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If the generalized coordinates σ are to vary, the constraints have to involve
the conjugate momenta, so that it must be possible to write the constraints
as

HT =
∫
dn−1x cα(t, x) (πα +Kα) (10.106)

Then it is a fact that
σ̇µ ≡ {σµ, HT } = cµ (10.107)

It is useful to decompose any vector index into normal and tangential
components

Vn ≡ V.n
Vi ≡ V.ξi (10.108)

It is always the danger of taking Vi such defined as the space components of
the n-dimensional quantity V , but we shall try not to do so in the future.
Actually,

V µ = Vn.n
µ + Vih

ijξµj (10.109)

where
hij ≡ ξµi gµνξ

ν
j (10.110)

and the inverse matrix
hijhjk ≡ δik (10.111)

(Please notice that
hij 6= gikglmhlm) (10.112)

The spacetime metric reads

ds2 = gµνdy
µdyν = gµν

(
Nµdt+ ξµi dx

i
) (
Nνdt+ ξνi dx

i
)

=

= N2dt2 + hij
(
dxi +N idt

) (
dxj +N jdt

)
(10.113)

This in turn implies
gµν = nµnν + ξiµξνi (10.114)

Then Dirac showed that for all these systems there is an universal set of
Poisson brackets, namely,

{πr(t, x), πs(t, x′)} = πs(t, x)∂rδ(x− x′) + πr(t, x′)∂sδ(x− x′)
{πn(t, x), πr(t, x′)} = πn(t;x′)∂rδ(x− x′)
{πn(t, x), πn(t, x′)} = −2πr(t, x)∂r(x− x′)−∆π(t, x)δ(x− x′)

(10.115)
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Let us work this out in some detail.

0 = {nµξµi , πν′} = {nµ, πν′}ξµi + nµ{ξµi , πν′} =
= {nµ, πν′}ξµi + nν∂iδ(x− x′) (10.116)

We learn that
{nµ, πν′}ξµi = −nν∂iδ(x− x′) (10.117)

Again,
0 = 1

2{n
2, πµ′} = {nµ, πµ′}nµ (10.118)

Then

{nλ, πν′} = {nρ, πν′}
(
nρnλ + ξρj ξλkh

jk
)

=

= −nνξjλ∂jδ(x− x
′) ≡ −nνδ−λ(x− x′) (10.119)

so that

{nλ, πn′} = {nλ, πµ′nµ
′} = −nµ′nµδ−λ =

= −ξiλ∂i
(
nµ
′
nµδ(x− x′)

)
+ ξiλ∂i

(
nµ
′
nµ
)
δ = −ξiλ∂iδ(x− x′)

Before going on, let us show an elementary relationship. It is plain that

∂jnµξ
µ
i + nµ∂jξ

µ
i = 0 (10.120)

as well as
nµ∂in

µ = 0 (10.121)

as well as
∂inµξ

µ
j = −nµ∂iξµj = −nµ∂jξµi = ∂jnµξ

µ
i (10.122)

and multiplying by ξjρ
∂in

ρ = ξjρ∂jnµξ
µ
i (10.123)

Now
nµ−ν ≡ ∂inµξiν = ξiνξ

jµ∂jnλξ
λ
i = ξjµ∂jnν ≡ nν−µ (10.124)

It follows that

{nλ, πj′} = {nλ, πν′ξν
′
j′ } = −nνξkλ∂kδ(x− x′)ξν

′
j′ =

= −∂k
(
nνξ

ν′j′ξkλδ(x− x′)
)

+ ∂k
(
nνξ

k
λξ
ν′
j′

)
δ(x− x′) = ∂knνξ

k
λξ
ν
j δ(x− x′) =

= ∂knλξ
k
ν ξ
ν
j (x− x′) = ∂jnλδ(x− x′)

Finally

{πn, πn′} = {πλnλ, πµ′nµ
′} = πλn

µ′{nλ, πµ′}+ nλπµ′{πλ, nµ
′} = πλ{nλ, πn′}+ πµ′{πn, nµ

′} =
−πλξλi∂iδ(x− x′) + πµ′ξ

µ′i∂iδ(x− x′) (10.125)
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10.5 The Arnowitt-Deser-Misner (ADM) formal-
ism.

Let us apply Dirac’s ideas to the gravitational field. We shall assume that
there is a foliation as before. We shall need the components of the spacetime
metric in terms of the lapse and shift functions.

g00 = N2

g0i = hijN
j

gij = hij (10.126)

whose inverse reads

g00 = N−2

g0i = −N
i

N2

gij = hij + N iN j

N2 (10.127)

Let us denote by Di the covariant derivative with respect to the (n − 1)-
dimensional Levi-Civita connection associated to the induced metric, hij .

It can be easily checked that

DjAi = ∇βAαξαi ξ
β
j (10.128)

From the definition itself of the induced metric follows

∂ρgαβDkσ
ρ∂iσ

α∂jσ
b + gαβDk(∂iσα)∂jσβ + gαβ∂iσ

αDk(∂jσβ) = 0 (10.129)

Cyclic permutations

∂ρgαβDjσ
ρ∂kσ

α∂iσ
β + gαβDj(∂kσα)∂iσβ + gαβ∂kσ

αDj(∂iσβ) = 0
∂ρgαβDiσ

ρ∂jσ
α∂kσ

β + gαβDi(∂jσα)∂iσβ + gαβ∂jσ
αDi(∂kσβ) = 0

Adding 1+2-3 yields

0 = gαβDjDkσ
αDiσ

β +Dkσ
ρDiσ

αDjσ
β 1

2 (∂ρgαβ + ∂βgρα − ∂αgβρ) =

gαβDjDkσ
αDiσ

β +Dkσ
ρDiσ

αDjσ
β{α, βρ} =

= gαβDiσ
β
(
DkDjσ

α + { αβρ}Djσ
βDkσ

ρ
)

(10.130)

This means that

DkDjσ
α = −{ αβρ}Djσ

βDkσ
ρ +Kjkn

α (10.131)

where the normal component reads

Kjk ≡ nα
(
DkDjσ

α + { αβρ}Djσ
βDkσ

ρ
)

(10.132)
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Taking the Dj

0 = Dj

(
gαβ∂iσ

αnβ
)

= Djgαβ∂iσ
αnβ + gαβDjDiσ

αnβ + gαβDiσ
αDjn

β

(10.133)
On the other hand,

Djgαβ = Djσ
ν∂νgαβ = Djσ

ν ({αν;β}+ {βν;α}) (10.134)

so that

Kjk = nα{ αβρ}Djσ
βDkσ

ρ − gαβDjσ
αDkn

β − nβDkσ
ρ ({αρ;β}+ {βρ;α})Djσ

α =
−gαβDjσ

αDkn
β − nβDkσ

ρ{βρ;α}Djσ
α = −ξαi ∇ρnαξ

ρ
j (10.135)

This tensor is called the extrinsic curvature, and represents the derivative
of the normal vector, projected on the surface.

Our purpose in life is now to relate the Riemann tensor on the hypersur-
face (computed with the induced metric) with the corresponding Riemann
tensor of the spacetime manifold. Those are the famous Gauss-Codazzi
equations, which we purport now to derive. They were one of the pillars
of Gauss’ theorema egregium, [25] which asserts that If a curved surface is
developed upon any other surface whatever the measure of curvature in each
point remains unchanged.

We start with

0 = Dj

(
gαβn

αnβ
)

= Djσ
ρ ({αρ;β}+ {ρβ;α})nαnβ + gαβDjn

αnβ + gαβn
αDjn

β =

gαβn
β
(
Djn

α + { αµν}Djσ
(µnν)

)
= gαβn

β∇µnαDjσ
µ = nα∇µnαξµj (10.136)

On the other hand, the explicit expression for the extrinsic curvature reads

Kij = −ξαi ∇ρnαξ
ρ
j (10.137)

First of all let us derive some properties of the extrinsic curvature. It is
symmetric, Kij = Kji.

−Kij = ∇βnαξαi ξ
β
j = −nα∇βξαi ξ

β
j (10.138)

But [
ξβj , ξ

α
i

]
= 0 (10.139)

so that
−Kij = −nαξαi ∇βξαj = ∇βnαξβi ξ

α
l = Kji (10.140)

This symmetry implies a very useful formula for the extrinsic curvature,
namely

−Kij = ∇(βnα)ξ
α
i ξ

β
j = £(n)gαβξαi ξ

β
j (10.141)
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By the way, in the physics jargon when Kij = 0 it is said that it is a moment
of time symmetry.

On the other hand, remembering that

ξαi ξ
i
β = gαβ − nαnβ (10.142)

we deduce that

−Kijξ
i
µ = −

(
gαµ − nαnµ

)
∇ρnαξρj = −∇ρnµξρj (10.143)

(because of [10.136]).
Let us analyze the definition of extrinsic curvature in even more detail.

(DkDjDi −DjDkDi)σα = ξαmh
mhRhijk = Dk

(
−{ αβρ}ξ

β
i ξ

ρ
j +Kijn

α
)
−

−Dj

(
−{ αβρ}ξ

β
i ξ

ρ
k +Kikn

α
)

= ∂k{ αβρ}ξ
β
i ξ

ρ
j − {

α
βρ}Dkξ

β
i ξ

ρ
j − {

α
βρ}ξ

β
i Dkξ

ρ
j +

DkKijn
α +KijDkn

α + ∂j{ αβρ}ξ
β
i ξ

ρ
k − {

α
βρ}Djξ

β
i ξ

ρ
k + { αβρξ

β
i Djξ

ρ
k −DjKik −KikDjn

α

and using again the defnition of the extrinsic curvature to eliminate the term
with two derivatives,

ξαmh
mrRrijk[h] = −∂k{ αβρ}ξ

β
i ξ

ρ
j − {

α
βρ}ξ

ρ
j

(
−{ βµν}ξ

µ
i ξ

ν
k +Kikn

β
)

+DkKijn
α +KijDkn

α +

∂j{ αβρ}ξ
β
i ξ

ρ
k + { αβρ}ξ

ρ
k

(
−{ βµν}ξ

µ
i ξ

ν
j +Kijn

β
)
−DjKikn

α −KikDjn
α =

nα (DkKij −DjKik) +Kij

(
Dkn

α + { αβρ}nβξ
ρ
k

)
−Kik

(
Djn

α + { αβρnβξ
ρ
j

)
−

−ξβi ξ
ρ
j ξ
σ
k

(
∂σ{ αβρ} − ∂ρ{ αβσ} − { αλρ}{ λβσ + { αλσ}{ λβρ

)
(10.144)

Using again the definition of the extrinsic curvature, as well as the one of
the full Riemann tensor, we get

ξαmh
mr (Rrijk[h] +KijKrk −KikKrj)− nα (DkKij −DjKik) = −ξβi ξ

ρ
j ξ
σ
kR

α
βσρ[g]

This projects into the famous Gauss-Codazzi equations

Rlijk[h] +KilKjk −KikKlj = ξαl ξ
β
i ξ

ρ
j ξ
σ
kRαβρσ[g] (10.145)

as well as

DjKik −DkKij = −nαξβi ξ
ρ
j ξ
σ
kRαβσρ[g] (10.146)

Please note that not all components of the full Riemann tensor can be re-
covered from the knowledge of the Riemann tensor computed on the hyper-
surface plus the extrinsic curvature. As a matter of fact,

(n)R = (n−1)Rij ij+2 (n)Ri nin =(n−1) R+K2−Kijk
ij+2 (n)Ri nin (10.147)
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This means that an explicit computation of (n)Ri nin is needed before the
Einstein-Hilbert term could be written in the 1+(n-1) decomposition. To
do that, consider Ricci’s identity

∇γ∇βnα −∇β∇γnα = Rρ αβγnρ (10.148)

Now

nβ (∇γ∇βnγ −∇β∇γnγ) = nβgαγRρ αβγn
ρ ≡ Rnα nα (10.149)

Besides,

∇γnβ∇βnγ = ∇γnβ
(
nβnµ + ξβi ξ

µi
) (
nγnν + ξγj ξ

jν
)
∇µnν =

∇γnβξβi ξ
µiξγj ξ

jν∇µnν = −KijK
ij (10.150)

Summarizing,

Rnα nα = nβ∇γ∇βnγ − nβ∇β∇γnγ = ∇γ
(
nβ∇βnγ

)
−∇γnβ∇βnγ −∇β

(
nβ∇γnγ

)
+

+∇βnβ∇γnγ =

= ∇γ
(
nβ∇βnγ − nγ∇βnβ

)
+KijK

ij −K2 (10.151)

Besides, √
(n) g = N

√
(n−1) g (10.152)

The EH lagrangian can then be written as follows

LEH = N
√

(n−1)g
(

(n−1)R+KijK
ij −K2

)
− ∂αV α ≡ L′EH − ∂αV α

(10.153)
where

V α ≡ 2
√

(n)g
(
nβ∇βnγ − nγ∇βnβ

)
(10.154)

The resulting lagrangian, L′EH does not contain Ṅ or Ṅ i, and does containg
only first time derivatives of gij . This is the starting point of the ADM
hamiltonian formalism. There are the primary constraints

πµ = δL

Ṅµ
(10.155)

In order to compute the spacelike momenta, consider

ḣij = £(Nα)hij = ξαi ξ
β
j £(Nα)gαβ =

(Remembering that this Lie derivative of the spacelike basis vectors vanishes) =
= ξαi ξ

β
j (∇αNβ +∇βNα) = ξαi ξ

β
j (∇α (Nnβ +Nβ) +∇β (Nnα +Nα)) =

= 2NKij +DiNj +DjNi (10.156)



10.5. THE ARNOWITT-DESER-MISNER (ADM) FORMALISM. 199

Then
δKij

δḣkl
= 1

4N
(
δki δ

l
j + δkj δ

l
i

)
(10.157)

and
δK

δk̇kl
= 1

2N hkl (10.158)

and
πij =

√
h
(
Kij −Khij

)
(10.159)

Let us compute now the hamiltonian

H ≡
∫
d3x

(
πµṄ

µ + πij ḣ
ij
)
− L (10.160)

where
L = N

√
|h|
(
R[h] +KijK

ij −K2
)

(10.161)

Now, it is clear that

√
h
(
KijK

ij −K2
)

= 1√
h

(
πijπ

ij − π2

2

)
(10.162)

We just derived

ḣij = 2NKij +DiNj +DjNi (10.163)

Summarizing,

H = πij ḣ
ij − L =

= πij
(

2N√
|h|

(
πij −

1
2πhij

)
+DiNj +DjNi

)
−N

(√
|h|R[h] + 1√

|h|

(
πijπ

ij − 1
2π

2
))

=

=
∫
d3x

(
NH+N iHi

)
(10.164)

where (dropping surface terms)

H = 1
2
√
h

(hikhjl + hilhjk − hijhkl)πikπkl −
√
hR[h] = 1√

h

(
πijπ

ij − 1
2π

2
)
−
√
hR[h]

Hi ≡ −2Djπ
j
i (10.165)

Now we have the following constraints

πµ ∼ 0
Nµ − Cµ ∼ 0
H ∼ 0
Hi ∼ 0 (10.166)
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and the corresponding brackets

{πµ, Nρ − Cρ} ∼ gµρδ(x− x′)
{πµ,H} ∼ 0
{πµ,Hi} ∼ 0
{Nµ − Cµ,H} ∼ 0
{Nµ − Cµ,Hi} ∼ 0 (10.167)

The other brackets got the universal Dirac-Schwinger form, which is valid
for any diffeomorphism invariant field theory

{H(x),H(x′) =
(
Hi(x) +Hi(x′)

)
∂iδ(x− x′)} ∼

{Hi(x),H(x′)} ∼ H(x)∂iδ(x− x′)
{Hi(x),Hj(x′)} ∼ Hi(x′)∂jδ(x− x′) +Hj(x)∂iδ(x− x′)(10.168)

10.6 Boundary terms

The purpose of this section is to give a detailed treatment of boundary terms
following Brown and York [2].

Consider a tubular domain D of spacetime, whose boundary has three
different pieces: The two caps at the initial and final times, Σt1 and Σt2 .
Those are spacelike, codimension one hypersurfaces (that is d = n − 1).
Then there is the "boundary at infinity", r = R → ∞, which is the surface
of a cylinder, also of codimension one, but timelike instead of spacelike. We
shall call it B ≡ ∂D. Now this boundary can be understood as generated
by the union of all the codimension two boundaries of the constant time
hypersurfaces

(B = ∂D) ≡ ∪t (St = ∂Σt) (10.169)

• An intuitive grasp of the general situation can stem from the trivial
example in flat space, to which we are going to refer all the time.

D ≡ {r ≤ R t1 ≤ t ≤ t2} (10.170)

In this way the caps are defined by the solid balls

Σt ≡ {r ≤ R ∪ t = constant} (10.171)

The embedding in spacetime is simply

y0 = t

yi = xi (10.172)
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so that the induced tangent vectors is

ξαi ≡
∂yα

∂xi
=


0 0 0
1 0 0
0 1 0
0 0 1

 (10.173)

and the normal vector
nα ≡ (1, 0, 0, 0) (10.174)

The induced metric reads

hij ≡ ηαβξαi ξ
β
j = −δij (10.175)

The normal to Σt in Minkowski space is

nα = (1, 0, 0, 0) (10.176)

The boundary of such caps are the two-spheres

St ≡ {r = R ∪ t = constant} (10.177)

We can choose polar coordinates θa ≡ (θ, φ). The imbedding matrix
of the boundary in Σt using these is

ξia ≡
∂yi

∂θa
=

cos θ cos φ −sin θ sin φ
cos θ sin φ sin θ cos φ
−sin θ 0

 (10.178)

It is equivalent to use

θ1 ≡
x

R

θ2 ≡
y

R
(10.179)

then
z ≡ θ3R = R

√
1− θ2

1 − θ2
2 (10.180)

The embedding matrix is now

ξia =

 R 0
0 R

−R θ1√
1−θ2

1−θ
2
2
−R θ2√

1−θ2
1−θ

2
2

 (10.181)

The induced metric reads

σab ≡ ξiahijξ
j
b = − R2

1− θ2
1 − θ2

2

(
1− θ2

2 θ1θ2
θ1θ2 1− θ2

1

)
(10.182)
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The contravariant metric reads

σab = − 1
R2

(
1− θ2

1 −θ1θ2
−θ1θ2 1− θ2

2

)
(10.183)

Out of the two embedding matrices we can draw the composition

ξαa ≡ eαj eja ≡


0 0
R 0
0 R

−R θ1√
1−θ2

1−θ
2
2
−R θ2√

1−θ2
1−θ

2
2

 =


0 0

cos θ cos φ −sin θ sin φ
cos θ sin φ sin θ cos φ
−sin θ 0


(10.184)

The normal to the boundary in Σt is

νi = (sin θ cos φ, sin θ sin φ, cos θ) =
(
x

R
,
y

R
,
z

R

)
=
(
θ1, θ2,

√
1− θ2

1 − θ2
2

)
(10.185)

The extrinsic curvature of St ↪→ Σt reads

kab ≡ ∇jνiξjaξib = 1
R
δij ξ

j
aξ
i
b = −σab (10.186)

Let us now examine the constructs

νiνjeαi e
β
j =


0 0 0 0
0 θ2

1 θ1θ2 θ1
√

1− θ2
1 − θ2

2

0 θ2θ1 θ2
2 θ2

√
1− θ2

1 − θ2
2

0 θ1
√

1− θ2
1 − θ2

2 θ2
√

1− θ2
1 − θ2

2 1− θ2
1 − θ2

2


(10.187)

σabeαae
β
b = −R2


0 0 0 0
0 1− θ2

1 −θ1θ2 −θ1
√

1− θ2
1 − θ2

2

0 −θ1θ2 1− θ2
2 −θ2

√
1− θ2

1 − θ2
2

0 −θ1
√

1− θ2
1 − θ2

2 −θ2
√

1− θ2
1 − θ2

2 θ2
1 + θ2

2


(10.188)

All this explicitly checks that

nαnβ − νανβ + σabeαae
β
b = ηαβ (10.189)

The timelike boundary is just S2 × R

B ≡ ∪tSt (10.190)

Its three cordinates are just xm = (t, x, y) ( they could equally well be
chosen as (t, θ, φ)). The embeddig matrix reads

ξαm ≡ R


1 0 0
0 1 0
0 0 1
0 − θ1

θ3
− θ2
θ3

 (10.191)
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so that the induced metric is just

ds2 = dt2 − R2

θ2
3

(
(1− θ2

2)dθ2
1 + 2θ1θ2dθ1dθ2 + (1− θ2

1)dθ2
2

)
(10.192)

The normal vector is
nα = 1

R
(0, x, y, z) (10.193)

so that the extrinsic curvature of B ↪→M reads

κmn ≡ ∇αnβξαmξβn =
(

0 0
0 σab

)
(10.194)

• Let us now draw from the example to the general case. The surfaces
Sn−2
t ≡ ∂Σn−1

t provide a foliation of the timelike boundary Bn−1 ↪→ Vn
of the domain of spacetime under consideration. The coordinates in
S

(n−2)
t will be denoted by θa a = 1 . . . n−2. The imbedding Sn−2 ↪→

Σn−1 is described by

θ ∈ Sn−2 ↪→ yi(θa) ∈ Σn−1 (i = 1 . . . n− 1) (a = 1 . . . n− 2)
(10.195)

The imbedding of S in Σ defines in a natural way (n−2) tangent space
vectors

ξia ≡
∂yi

∂θa
(10.196)

The unit normal to Sn−2 in Σn−1 will be denoted by νi, and out of it
we construct a vector

να ≡ νiξαi ∈ T (S) (10.197)

which is such that it is unitary ν.ν = 1 and is tangent to Σn−1, that is,
ν.n = 0. There are also n−2 spacetime vectors obtained by combining
the two imbeddings S ↪→ Σ and Σ ↪→M :

ξαa ≡ ξαi ξia (10.198)

The induced metric in Sn−2 ≡ ∂Σn−1 is

ds2 ≡
n−2∑
a,b=1

σabdθ
adθb = hijξ

i
aξ
j
bdθ

adθb = gαβe
α
ae
β
b dθ

adθb (10.199)

The spacetime metric can be recovered from

gαβ = −νανβ + nαnβ + σabeαae
β
b (10.200)
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The extrinsic curvature of Sn−2 ↪→ Σn−1 is defined as usual

kab ≡ ∇jνiξjaξib (10.201)

It is possible to choose the coordinates θa in such a way that they
intersect Sn−2

t ≡ ∂Σn−1
t orthogonally.

∴ the vector nα is the tangent vector

Nnα =
(
∂xα

∂t

)
θ

(10.202)

The set of all Sn−1
t for varying t do foliate the timelike boundary of

spacetime Bn−1 ≡ ∂Vn. In this boundary Bn−1 we can also introduce
coordinates zm m = 1 . . . n − 1 (one of which is timelike), ans the
corresponding (n− 1) vectors

ξαm ≡
∂xα

∂zm
(10.203)

The induced metric is
γmn = gαβξ

α
mξ

β
n (10.204)

and we can write the completeness relation

gαβ = −νανβ + γmnξ
m
α ξ

n
β (10.205)

It is simplest to choose (as we did in our explicit example)

zm ≡ (t, θa) (10.206)

then

dxα =
(
∂xα

∂t

)
θ
dt+

(
∂xα

∂θa

)
t
dθa = Nnαdt+ ξαa dθ

a (10.207)

in such a way that

ds2
∣∣∣
B

= γmndz
mdzn = N2dt2 + σabdθ

adθb (10.208)

and the determinant obeys

|γ| = N2σ (10.209)

Finally, the extrinsic curvature of Bn−1 ↪→ Vn is

κmn = ∇βναξαmξβn (10.210)
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• Let us apply all this mathematics to the Einstein-Hilbert action. We
consider a tubular region of the full spacetime bounded by two space-
like hypersurfaces of constant time, Σ2 and Σ1, and the surface of the
asymptotic cylinder, B

∂Vn = Σ2 − Σ1 +B (10.211)

This is the generalization to an arbitrary spacetime of the construction
made in the example.
The full EH action, including the boundary term as well as the total
derivative neglected when constructing the hamiltonian is given by

SEH = c3

16πG

∫ t2

t1
dt

∫
Σt
N
√
|h|dn−1y

(
R[h] +KijK

ij −K2−

−2∇α
(
nµ∇µnα − nα∇λnλ

))
+ 1

8πG

∫
Σt1

K − 1
8πG

∫
Σt2

K − 1
8πG

∫
B
K

The total derivative piece in the expansion of R which yields a bound-
ary piece

− 2
∫
∂V

(
nβ∇βnα − nα∇βnβ

)
nα

√
|h|dn−1y = −2

∫
K
√
|h|dn−1y

(10.212)
This precisely cancel the boundary term in the action coming from Σt.
The only surviving contribution comes from the timelike boundary, B,
that is

−2
∫
B

(
nβ∇βnα − nα∇βnβ

)
να

√
|γ|dn−1z = 2

∫
B
∇βναnαnβ

√
|γ|dn−1z

(10.213)
Summarizing

16πG
c3 SEH =

∫ t2

t1
+2
∫
B

(
κ+∇βναnαnβ

)√
|γ|dn−1z (10.214)

Let us use now the fact that the timelike boundary B is foliated by St

κ = γijκij = γij∇βναeαi e
β
j = ∇βνα

(
gαβ − νανβ

)
(10.215)

∴ κ+∇βναnαnβ = ∇βνα
(
gαβ − νανβ + nαnβ

)
= ∇βναeαae

β
b = σabκab = k

(10.216)
∴

∫
B

= 2
∫
S

(n−2)
t

kN
√
|σ|dn−2θ (10.217)

As was already clear from the explicit example, this integral diverges
even R→∞ even in flat space. In order to refer all expressions to this
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value, so that the action in flat space vanishes, it is often substracted
a term in the action

∆D ≡ − 2
16πG

∫
B
k0N (10.218)

where k0 represents the extrinsic curvature of Sn−2 embedded in flat
space.
The boundary terms in the hamiltonian read

Hboundary = −2 1
16πG

∫
Sn−2

(
N (k − k0)−Ni

(
Kij −Khij

)
νj
)√
|s| dn−2 θ

(10.219)
(where Kij is to be understood as a functional of the hamiltonian
variables hij and πkl. To be specific,

Kij ≡ 16πG√
|h|

(
πij − 1

2πh
ij
)

(10.220)

This boundary term yields the value of the energy for the gravitational
field. It depends of the foliation chosen as well as on the lapse and
shift which are arbitrary. When the space is asymptotically flat, repre-
senting flat asymptotic coordinates as (T,Xi), it is possible to choose
Σt so that goes into T = costant. It is clear that

Nα → N

(
∂xα

∂T

)
+N i

(
∂xα

∂Xi

)
(10.221)

It is then natural to define the ADM mass associated to a given solu-
tion by choosing a FIDO at rest at infinity, that is, N = 1, N i = 0, so
that

Nα →
(
∂xα

∂T

)
(10.222)

and the flow generates a time translation at infinity. Then

M ≡ − lim
R→∞

1
8πG

∫
Sn−2

(k − k0)
√
|σ|dn−2θ (10.223)

• Let us compute the ADMmass for the four-dimensional Schwarzschild’s
spacetime,

ds2 =
(

1− rS
r

)
dt2 − dr2

1− rS
r

− r2dΩ2
2 (10.224)

Let us choose Σt to be really the surfaces of constant Schwarzschild
time. Then the unit normal is given by

nα = 1√
1− rS

r

(1, 0, 0, 0) (10.225)
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The induced metric in Σt is

hijdx
idxj = 1

1− rS
r

dr2 + r2dΩ2
2 (10.226)

The boundary S ≡ ∂Σ is again the two-sphere r = R, and the unit
normal is

ν =
√

1− rS
r

∂

∂r
(10.227)

The induced metric is

σabdθ
adθb = R2dΩ2

2 (10.228)

The extrinsic curvature reads

k = ∇ana = 1√
h
∂i

(√
|h|νi

)
=

√
1− rS

r

r2 ∂r

 r2√
1− rS

r

√
1− rS

r

 =

2
R

√
1− rS

R
(10.229)

On the other hand
k0 = 1

r2∂rr
2 = 2

R
(10.230)

It is then a fact that
k − k0 ∼ −

rS
R2 (10.231)

so that
MADM = 1

8πG.4πrS = M (10.232)

This is actually the reason why we have defined rS ≡ 2GM .

• The ADM mass does not capture the mass loss due to radiation. In
order to do that, it is necessary to choose the boundaru at null infinity,
instead of at spatial infinity. The corresponding mass is called the
Bondi mass

Mbondi ≡ −
1

8πG

∫
v→∞

(k − k0) (10.233)

where the retarded time has been defined as usual

u ≡ t− r (10.234)

and the advanced time
v ≡ t+ r (10.235)
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Let us work this out explicitly in an example [23] . Consider the source

Tµν ≡ −
1

4πGr2
dM(u)
du

lαlβ (10.236)

where now u is the null Schwarzschild coordinate

u ≡ t− r − rS log
(
r

rS
− 1

)
(10.237)

and the mass (and also rS(u) ≡ 2GM(u)) depend on u. The null
vector

l ≡ ∂u (10.238)

The matter represented by the energy-momentum tensor as above is
refered to as null dust. The solution of Einstein’s equations is called
the Vaidya metric and reads

ds2 =
(

1− 2GM(u)
r

)
du2 + 2dudr − r2dΩ2 (10.239)

The contravariant metric in the sector (u, r) reads

gµν =
(

0 1
1 −

(
1− 2GM(u)

r

)) (10.240)

Let us consider again the surface Σt where

u+ r = constant (10.241)

Its covariant normal reads

nα ∼ (1, 1) (10.242)

so that the normal vector

n ∼ (guu + gur, gru + grr) =
(

1, 2GM(u)
r

)
(10.243)

Normalizing

n = 1√
1 + 2GM(u)

r

(
∂u + 2GM(u)

r
∂r

)
(10.244)

The induced metric in Σ is obtained by substituting du = −dr, so that

ds2 = −
(

1 + 2GM(u)
r

)
dr2 − r2dΩ2 (10.245)
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The boundary ∂Σ is just the sphere r = R. The normal is

ν ≡ 1√
1 + 2GM(u)

r

∂

∂r
(10.246)

The extrinsic curvature reads

k ≡ ∇aνa = 2

R
√

1 + 2GM(u)
R

∼ 2
R

(
1− GM(u)

R
+ . . .

)
(10.247)

The indiced metric on the boundary is just

ds2 = −R2dΩ2 (10.248)

The extrinsic curvature of a surface of the same intrincic geometry,
only that embedded in flat space is

k0 = 1
r2∂r(r

2) = 2
R

(10.249)

so that
k − k0 = −2GM(u)

R2 (10.250)

If we integrate now on spatial infinity R → ∞, this means that we
keep t ≡ u+ r constant, so that u ∼ −R→ −∞. This means that

MADM = M(u = −R) (10.251)

If we integrate now on null infinity v →∞, while u is kept fixed, then

MB = M(u) (10.252)

the mass function.
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Figure 10.1: The spacetime cylinder with the two caps.
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Conformal Infinity.

We have alredy witnessed some concrete examples of Weyl mappings when
studying spaces of constant curvature. The main idea of Penrose’s conformal
infinity is to perform a Weyl transformation of the metric in such a way thet
Ω ∼ 0 at physical infinity. In that way, in a sense, infinity is brought up at
finite distance. Let us work this out in detail for flat Minkowski spacetime.
In cartesian coordinates and in terms of proper time the geodesics are linear
functions

xµ − xµ0 = uµs (11.1)

where
u2 = ±1, 0 (11.2)

for timelike, spacelike or null geodesics. This means that

r = |~u|s ≡ us (11.3)

Now for future-directed timelike geodesics

u0

u
> 1 (11.4)

whereas for past-directed timelike geodesics

u0

u
< −1 (11.5)

We start from

ds2 = dt2 − dr2 − r2dΩ2
2 = dudv − (v − u)2

4 dΩ2
2 (11.6)

where we have defined the null coordinates

u ≡ t− r
v ≡ t+ r (11.7)

211
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with

−∞ ≤ u, v ≤ +∞
v − u ≥ 0 (11.8)

Let us now perform a Weyl rescaling with

Ω2 ≡ 4
(1 + u2)(1 + v2) (11.9)

Then

d̃s
2 = 4

(1 + u2)(1 + v2)dudv −
(u− v)2

(1 + u2)(1 + v2)dΩ2
2 (11.10)

Now define

u ≡ tg p
v ≡ tg q (11.11)

with
− π

2 ≤ p ≤ q ≤
π

2 (11.12)

Then

d̃s
2 == 4dpdq − sin2 (p− q) dΩ2

2 = dT 2 − dR2 − sin2 R dΩ2
2 (11.13)

with

T ≡ p+ q

R ≡ q − p (11.14)

and that range of the new coordinates is

−π ≤ T ≤ π
0 ≤ R ≤ π
−π ≤ T −R ≤ π (11.15)

Minkowski space in these coordinates is just a piece of Eisntein Static Uni-
verse (ESU) which is just R× S3, and the coordinates there

−∞ ≤ T ≤ ∞
0 ≤ R ≤ 2π (11.16)

All future-pointing timelike geodesics are such that

t±r →∞ ∴ u, v →∞ ∴ p, q → π

2 ∴ T → π & R→ 0 (11.17)
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The point (T, 0) is then the future timelike infinity, I+. The limit when
r →∞ of future-directed timelike geodesics obey

(u, v) = t± r = (u
0

u
± 1)r →∞ (11.18)

This means that (p, q) ∼ π
2 or else that T ∼ π, R ∼ 0.

In a similar way, we define the past timelike infinity, I− as the point
(T = −π,R = 0). In this case

(u, v) = (u
0

u
± 1)r ∼ −∞ (11.19)

so that (p, q) ∼ −π
2 , that is, T ∼ −π and R ∼ 0. The spacelike infinity I0 is

the point (T = 0, R = π). Spacelike geodesics are such that |u0| < u; then

t± r = (u0
u
± 1)r ∼ ±∞ (11.20)

then
p ∼ −π2 q ∼ π

2 (11.21)

so that
T ∼ 0 R ∼ π (11.22)

Finally, null geodesics obey |u0| = u. Then for future directed geodesics

t+ r ∼ ∞ (11.23)

and for past directed ones
t− r ∼ −∞ (11.24)

On the other hand, for future directed

t− r = t0 − r0 (11.25)

and for past directed ones

t+ r = t0 + r0 (11.26)

Then in the future-directed case

q = π

2 p = p0 (11.27)

so that
T?π2 + p0 R = π

2 − p0 T ∗ T = π (11.28)

and in the past-directed case

p = −π2 q = q0 (11.29)
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so that
T = −π2 + q0 R = π

2 + q0 R− T = π (11.30)

The line T + R = π is the future null infinity, J +, and the line R − T = π
is the past null infinity, J −.

Hawking and Ellis characterize a spacetime (M, g) as asymptotically sim-
ple provided there is another manifold (M, g) such that

• The physical manifold M is an open submanifold of M with smooth
boundary, ∂M .

• There exists a real function Ω on M such that gµν = Ω2gµν on M .
Besides, Ω = 0 and ∇µΩ 6= 0 on ∂M .

• Every null geodesic has two endpoints on ∂M

• Rµν = 0 near ∂M .

This definition is however too restrictive. It is conveniene to define weakly
asymptotically simple spaces when these conditions hold in a neighborhood
only.

11.0.1 Spinor approach

It is a fact of life that

ΨABCD = Ψ̃ABCD

Λ = Ω2Λ̃− 1
4Ω∇CC′∇CC

′Ω + 1
2∇CC

′Ω∇CC′Ω

ΦABA′B′ = Φ̃ABA′B′ + Ω−1∇A(A′∇B′)BΩ (11.31)

It can be also shown through Einstein’s equations [26] that if the matter
fields fall off fast enough near ∂M , namely

Tµν = O(Ω3) (11.32)

then the conformal boundary ∂M is null.
Another easily proved fact is the following. If Tµν vanishes in a neigh-

borhood U of J , then
ΨABCD = O(Ω) (11.33)

The so-called peeling theorem gives information on the rate of falling-off (at
infinity) of different physical quantities when reaching the boundary.

Consider a null geodesic γ̃ in M̃ reaching J at a point p. Call γ the
corresponding geodesic in the physical space-time M . Choose a spin basis
(◦, ι) at a given point of γ, so that l is tangent to γ at this point. Then we
propagate the spin basis in such a way that

D◦A = DιA = 0 (11.34)
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Let us further define the parameter r in such a way that

D = ◦A◦̄A′∇AA′ ≡
d

dr
(11.35)

There is a cartain latitude in choosing the Weyl transformation of the spin
basis. It can be used [26] to set at the point p

r̃ = 0 (11.36)

as well as
D̃Ω = dΩ

dr
= 1 (11.37)

The fact that
D̃ = Ω−2D (11.38)

implies that near J
r ∼ Ω−1 (11.39)

The peeling theorem proper states that the gravitational field far from an
isolated source can be written as

ΨABCD = [N ]
r

+ [III]
r2 + [II]

r3 + [I]
r4 +O(r−5) (11.40)

If we assume that the energy-momentum tensor falls off even faster,
namely

Tµν = O(Ω4) (11.41)

then it is possible to choose the residual gauge freedom in Ω in such a way
that on J

∇αnβ = 0 (11.42)

and besides, ι be covariantly consnat, again on J

∇αιA = 0 (11.43)

To summarize, all the NP connection scalarsa can be made to vanish on J ,
except σ, which then contains all the dynamical information on gravitational
radiation. It can be shown to obey

Dσ = 0 (11.44)

The Einstein’s equations imply

Φ00 = −σσ̄
Φ01 = −δ̄σ
Φ02 = −∆σ
Φ11 = Λ = 0 (11.45)
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The component Φ20 ≡ −∆σ̄ is the famous Bondi news function.
Let S be a cut of J . This means that S is a spacelike 2-surface in J

orthogonal to the generators of J . Then there exists another null surface
ΣS which contains S and whose generators are orthogonal to S. Then we can
define a spinor field ◦ on S such that lµ ≡ ◦A◦̄A′ is tangent to the generators
of ΣS , and, besides, ◦AιA = 1. This is the Bondi system based on that cut.
Althoug the cuts are locally euclidean, they are topologically S2. From

ds2 = −dx2 − dy2 = −dzdz̄ (11.46)

Making the stereographic projection

z ≡ eiφ cot θ2 (11.47)

reads
ds2 = −(1 + zz̄)2

4 dΩ2
2 (11.48)

Under a Möbius transformation

ẑ ≡ az + b

cz + d
(11.49)

(with ad− bc = 1).
It follows

dẑdẑ = 1
|cz + d|4

dzdz̄ = (1 + zz̄)2

4|cz + d|4
dΩ2

2 =

=

(
1 + ẑ ¯̂z

)2

4 dΩ̂2
2 =

(
|cz + d|2 + |az + b|2

)2
4|cz + d|4

dΩ̂2
2 (11.50)

Ergo

dΩ̂2
2 = (1 + zz̄)2

(|cz + d|2 + |az + b|2)2dΩ2
2 ≡ K2dΩ2

2 (11.51)

If we want the theory to remain scale invariant, we better compensate this
by imposing

dû = Kdu (11.52)

that is
û = K (u+ α (z, z̄)) (11.53)

This set of transformations constitute the Bondi-Metzner-Sachs (BMS) group.
The largest proper normal (invariant under conjugation) subgroup is the su-
pertranslation group, S

û = u+ α (z, z̄)
ẑ = z (11.54)
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This is so that
Möbius ∼ SL (2,C) = BMS/S (11.55)

An interesting subset of the supertranslations is the translation sobgroup, T
where

α ≡ A+Bz + B̄z̄ + Czz̄

1 + zz̄
(11.56)

In Minkowski space-time, defining

ζ ≡ eiφ cot θ2 (11.57)

we find

x = r

(
ζ + ζ̄

)
1 + ζζ̄

y = −ir ζ − ζ̄
1 + ζζ̄

z = r
ζζ̄ − 1
1 + ζζ̄

ζ(
1 + ζζ̄

)2 = (x+ iy)
1− z

r

4r

(11.58)

Under an ordinary translation

xµ → xµ + aµ (11.59)

r → r + ~a.~x

r
+ . . . (11.60)

This means that

u→ u+ a0 −
~a.~x

r
+ . . . = u+ a0 −

1
1 + ζζ̄

×

×
(
a1
(
ζ + ζ̄

)
+ ia2

(
ζ − ζ̄

)
+
(
ζζ̄ − 1

)
a3
)

+ . . . (11.61)

This belongs to T with

A ≡ a0 + a3

B ≡ a1 − ia2

C ≡ a0 − a3 (11.62)

To summarize, there are many Poincare groups at J contained in the
BMS group, namely one for each supertranslation which is not a translation.
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A spinor τ is said to ba strongly asymptotically constant in M̃ when-
ever both τA◦A and τAι

A are regular at J and besides, it obeys at J the
asymptotic twistor equation

∇α′ (AτB) = 0 (11.63)

where τ̂ = τ
Besides determining a null vector ta = τAτA

′ this spinor determines a
symmetric two-spinor

φAB ≡
1
2
(
τ(A∇C

′
B)τ̄C′ − τ̄C′∇C

′
(AτB)

)
(11.64)

which in turn determines a two-form

Fµν ≡ εA′B′φAB + εABφ̄A′B′ (11.65)

Consider now a null hypersurface Σ extending to J , and call SΩ ⊂ Σ the
two-dimensional ð surface Ω = C. Define a null tetrad such that lµ is tangent
to the generators of Σ, nµ is orthogonal to SΩ and m and m̄ span T (SΩ).
Then

I(Ω) ≡
∫
SΩ
Fµν l

µnνdS (11.66)

It can be shown that
lim
Ω→0

I(Ω) (11.67)

exists and defines the Bondi energy through

I = Pµtµ|J (11.68)

It can also be shown that the Bondi mass is given by

MB = −1
2

∫ (
Ψ0

2 + s∆s̄
)
dS (11.69)

where
Ψ2 ∼ Ψ0

2Ω3 + . . . (11.70)

and
σ ∼ sΩ2 + . . . (11.71)

Using that, it follows that MB is positive and non-decreasing.
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Gravitation and quantum
field theory: The Big Picture

There are many obvious issues when considering quantum gravity, by which
we mean some unknown quantum theory that in the classical limit reduces
to GR.

For example, one of the basis of quantum field theory (QFT) is mi-
crocausality, the statement that field variables defined at points spacelike
separated should commute. Also the canonical commutators are defined at
equal time. It is plain that these concepts make sense in a fixed gravitational
background at best; and even then with caveats when horizons are present.

In a similar vein, any attempt to write a Schrödinger equation for the
gravitational field must face the fact that there is no natural notion of time in
GR, even classically. The Wheeler-DeWitt equation is obtained by interpret-
ing the hamiltonian constraint as an operator equation by substituting the
canonical momenta by functional derivatives. It is similar to the Schrödinger
equation, except precisely for the absemce of time. It has been repeteadly
conjectured ([?] cor a review) that such a time cam appear when a WKB
type of semiclassical approximation is performed on the Wheeler-DeWitt
equation, but this has not been properly substantiated.

Some people try to apply the canonical approach to a clever set of vari-
ables introduced by Ashtekar. Those variables are related to the spacetime
metric in a complicated way. It is unclear how this approach is related to
the classical regime at all. This whole approach is dubbed loop quantum
gravity, because a loop representation is useful to understand some aspects
of the corresponding Hilbert space.

It think it is fair to say that the results obtained so far from the canonical
approach are quite modest.

Were we inclined to use the functional integral to define transition am-
plitudes from one three-dimensional metric on a given three-dimensional
manifold Σi, say hi to another three dimensional surface Σf with its corre-
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sponding metric hf , something like

K [hi, hf ] ≡
∫
DgeiSEH(g) (12.1)

where the integration is performed over all metrics defined on a four-dimensional
domain D such that

∂D = Σf − Σi (12.2)
We have to face several ugly facts. First of all, the gravitational action is

not positive definite, even with the euclidean signature. The loop expansion
is not then justified by any sort of saddle point expansion. Even worse,
the set of four dimensional manifolds is a complicated one. Kolmogorov
has shown that the problem of classifying four-dimensional geometries is
an undecidable one. Given any two four-dimensional manifolds, there is
no set of topological invariants the can decide when the two manifolds are
diffeomorphic. The problem lies mainly with the first fundamental group,
π1(M). It does not seem the case that there exists any justification for
restricting the functional integral to any subset of manifolds.

Were the spacetime geometry to fluctuate we would have to build anew
all our ideas about QFT, which we understand when defined in flat space
only, and even there we miss non-perturbative effects known to be important.

Another issue is the following. Assuming that the symmetry group of
the quantum theory is still Diff invariance, what are the observables? There
are not many of those. For a fixed manifold, integrals of n-forms are Diff
invariant objects, but there are not many of those.

The preceding difficulties did not deter physicist to work on quantum
aspects of gravitation. Besides many long and inconclusive discussions of
the basic points, to be discussed later, such as what are the observables
of the theory, the manin breakthrough was made by ’t Hooft and Veltman
employing techniques invented by deWitt and Feynman. What is computed
are the quantum fluctuations around an arbitrary background, ḡαβ(x), which
can be any solution of Einstein’s EM. General relativity is considered in this
treatment as an ordinary gauge theory, forgetting about all questions of
principle. Actually the calculation is usually done with euclidean signature,
making an appropiate analytical continuation at the end of the procedure.
Particularly easy is the computation of the divergences of the effective action,
which must be eliminated in the renormalized theory. In this computation
beautiful mathematical techniques can be employed. The propagator is
assumed to be however well-defined for a generic background metric, which
is a delicate assumption in the presence of horizons and/or singularities.

It is doubtful whether we can assert some proposition about quantum 1

gravity with some confidence.
1 In order to understand the sequel, the reader is assumed a working knowledge of

quantum field theory (QFT) at a graduate level, up to and including, Feynman’s path
integral approach.
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The tree level estimate for the cross section for production of gravitons
in particle-antiparticle annihilation is of the order of the inverse of the mass
scale associated to this problem whichjust by sheer dimensional analysis is
Planck’s mass, which is given in terms of Newton’s constant, G by

mp ≡

√
~c

8πG ∼ 1019GeV (12.3)

If we remember that 1GeV (= 103MeV ) is the rough scale of hadronic
physics (the mass and inverse Comptom wavelength of a proton, for exam-
ple), this means that quantum gravity effects will only be apparent when
we are able to explore concentrated energy roughly 1019 times bigger (or
an scale distance correspondingly smaller; these two statements are sup-
posed to be equivalent owing to Heisenberg’s principle). To set the scale,
the Large Hadron Collider works roughly at the TeV (= 103GeV ) scale, so
there is a long way to go before reaching expected quantum gravity effects
in accelerators.

In terms of the cross section, this yields up to numerical factors of order
unity

σ ∼ l2p ∼ 10−66 cm2 ∼ 10−40 fm2 (12.4)

This is more or less 40 orders of magnitude smaller than typical nuclear
reactions.

There are however some interesting experimental facts such as the ones
reported in [5]. Free fall of neutros has been reported there. Also there
interference effects due to the Earth’s classical gravitational field on a neu-
tron’s wave function are reported. The experimental apparatus is a neutron
interferometer. The phase shift between the two different paths is given by

∆φ ∼
2πm2

plg∆h
h2 (12.5)

where l is the common horizontal span of the paths and ∆h is the difference
in height. There are some more contributions in the actual experiment and
the precision is not too big. Nevertheless the effect seems clear. It is not
clear however what is its meaning with respect to the relationship between
gravitation and quantum mechanics. More recently [17] experimental evi-
dence for gravitational quantum bound states of neutrons has been claimed.

If we want to get direct experimental information of quantum gravita-
tional effects, we have to turn our attention towards Cosmology, or perhaps
look for some clever precision experiment in the laboratory. Lacking any
experimental clue, the only thing we can do is to think and try to look for
logical (in)consistencies.

It has been repeatedly argued by many particle physicists that the prac-
tical utility of the answer to this question will not presumably be great.
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How would we know for sure beforehand?. There has always been a re-
current dream, exposed vehemently by Salam [?] that the inclusion of the
gravitational interaction would cure many of the diseases and divergences
of quantum field theory, through the inclusion in the propagator of terms of
the type

e
− 1
m2
px

2

So that for example, the sum of tree graphs that leads to the Schwarzschild
solution as worked out by Duff [?]

1
r

+ 2M
m2
pr

2 + 4M2

m4
pr

3 + . . .

would get modified to

1
r
e
− 1
mpr + 2M

m2
pr

2 e
− 2
mpr + . . . ∼ 1

re
− 1
mpr − 2 M

m2
p

shifting the location of the horizon and eliminating the singularity at r = 0.
Nobody has been able to substantiate this dream so far.

Ay ant rate quantum gravity is nevertheless a topic which has fascinated
whole generations of physicists, just because it is so difficult. There seems
to be a strong tension between the beautiful, geometrical world of General
Relativity and the no less marvelous, less geometrical, somewhat mysterious,
but very well tested experimentally, world of Quantum Mechanics.

As with all matters of principle we can hope to better understand both
quantum mechanics and gravitation if we are able to clarify the issue.

The most conservative approach is of course to start from what is al-
ready known with great precision about the standard model of elementary
particles associated to the names of Glashow, Weinberg and Salam. This
can be called the bottom-up approach to the problem. In this way of thinking
Wilson taught us that there is a working low energy effective theory, and
some quantum effects in gravity can be reliably computed for energies much
smaller than Planck mass. There are two caveats to this. First of all, we
do not understand why the observed cosmological constant is so small: the
natural value from the low energy effective lagrangian point of view ought
to be much bigger. The second point is that one has to rethink again the
lore of effective theories in the presence of horizons. We shall comment on
both issues in due time.

There is not a universal consensus even on the most promising avenues
of research from the opposite top-down viewpoint. Many people think that
strings [?] are the best buy (I sort of agree with this); but it is true that after
more than two decades of intense effort nothing substantial has come out of
them. Others [?] try to quantize directly the Einstein-Hilbert lagrangian,
something that is at variance with our experience in effective field theories.
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But it is also true that as we have already remarked, the smallish value of
the observed cosmological constant also cries out of the standard effective
theories lore.

It is generally accepted that General Relativity, a generally covariant the-
ory, is akin to a gauge theory, in the sense that the diffeomorphism group of
the apace-time manifold, Diff(M) plays a role similar to the compact gauge
group in the standard model of particle physics. There are some differences
though. To begin with, the group, Diff(M) is too large; is not even a Lie
group. Besides, its detailed structure depends on the manifold, which is a
dynamical object not given a priori. Other distinguished subgroups (such as
the area-preserving diffeomorphisms) are perhaps also arguable for. Those
leave invariant a given measure, such as the Lebesgue measure, dnx.

It also seems clear that when there is a boundary of space-time, then
the gauge group is restricted to the subgroup consisting on those diffeo-
morphisms that act trivially on the boundary. The subgroup that act not-
trivially is related to the set of conserved charges. In the asympotically
flat case this is precisely the Poincaré group, SO(1, 3) that gives rise to the
ADM mass.

In the asympotically anti-de Sitter case, this is presumably related to
the conformal group SO(2, 3).

It is nevertheless not clear what is the physical meaning of keeping con-
stant the boundary of spacetime (or keeping constant some set of boundary
conditions) in a functional integral of some sort.

A related issue is that it is very difficult to define what could be observ-
ables in a diffeomorphism invariant theory, other than global ones defined
as integrals of scalar composite operators O(φa(x)) (where φa, a = 1 . . . N
parametrizes all physical fields) with the peudo-riemannian measure

O ≡
∫ √
|g|d4xO(φa(x))

Some people claim that there are no local observables whatsoever, but only
pseudolocal ones; the fact is that we do not know. Again, the exception
to this stems from keeping the boundary conditions fixed; in this case it is
possible to define an S-matrix in the asymptotically flat case, and a confor-
mal quantum field theory (CFT) in the asymptotically anti-de Sitter case.
Unfortunatelly, the most interesting case from the cosmological point of
view, which is when the space-time is asymptotically de Sitter is not well
understood.

Incidentally, it is well known that the equivalence problem in four-
dimensional geometries is undecidable [?]. In three dimensions Thurston’s
geometrization conjecture has recently been put on a firmer basis by Hamil-
ton and Perelman, but it is still not clear whether it can be somehow im-
plemented in a functional integral without some drastic restrictions. Those
caveats should be kept in mind when reading the sequel.
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A radically different viewpoint has recently been advocated by Gerardus
’t Hooft by insisting in causality to be well-defined, so that the conformal
class of the space-time metric should be determined by the physics, but not
necessarily the precise point in a given conformal orbit. If we write the
spacetime metric in terms of a unimodular metric and a conformal factor

gµν = ω2(x)ĝµν

with
det ĝµν = 1

then the unimodular metric is in some sense intrisic and determines causality,
whereas the conformal factor depends on the observer in a way dictated by
black hole complementarity.

Finally, there is always the (in a sense, opposite) possibility that space-
time (and thus diffeomorphism invariance) is not a fundamental physical
entity in such a way that the appropiate variables for studying short dis-
tances are non geometrical. Something like that could happen in string
theory, but our understanding of it is still in its infancy.

On the other hand, it has been speculated that quantum gravitational
effects can tame the infinities that appear in QFT yielding a finite theory
eventually. Some arguments in favor of this (first proposed by the inventors
of ADM) are as follows. The self-energy of a body of radius ε and mass m
and charge e which in newtonian theory reads

mε = m+ e2

8πε −
Gm2

2ε (12.6)

It diverges in the pointlike linit ε→ 0. The only modification borne out by
GR was shown by ADM to be the replacement in the second member of m0
by mε

mε = m+ e2

8πε −
Gm2

ε

2ε (12.7)

Solving the quadratic equation yields

mε = ε

G

−1±
√

1 + 2G
ε

(
m+ e2

8πε

) (12.8)

which has a finite limit when ε→ 0 namely

m0 =

√
e2

4πG (12.9)
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12.1 The Unruh effect

Before entering the subject matter as such it seems then only appropiate to
dwell for a while in a subtle effects due to the non-inertial character of a
observer, still in a flat background. By the equivalence principle, this ought
to be related to a gravitational field. We are talking of the Unruh effect
[?][27] that although was discovered after Hawking predicted the black hole
thermal emission, is in fact logically simpler and independent.

Let us consider the trajectory of an accelerated observer in two dimen-
sional flat space

t = 1
a
sinh aτ

x = 1
a
cosh aτ (12.10)

This is such that the four-velocity is given by

u =
(
cosh aτ , sinh aτ

)
(12.11)

normalized to
u2 = 1 (12.12)

and the acceleration

u̇ ≡ a
(
sinh a τ , cosh aτ

)
(12.13)

obeys

a2 = −1
a.u = 0 (12.14)

In comoving coordinates, id est, adapted to the four-velocity,

u = ∂

∂ξ0 (12.15)

the worldline of the accelerated observer is

ξ0(τ) = τ

ξ1(τ) = 0 (12.16)

In general

t = eaξ
1

a
sinh aξ0 ≡ ρ sinh ω

x = eaξ
1

a
cosh aξ0 ≡ ρ cosh ω (12.17)
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so that the value of the coordinate ξ1 (or ρ) tells us which hyperbola we are
talking about

t2 − x2 = −e
2aξ1

a2 = −ρ2 (12.18)

In terms of these coordinates the Minkowski metric reads

ds2 = dt2 − dx2 = e2aξ1 (
dξ2

0 − dξ2
1

)
= ρ2dω2 − dρ2 − dx2

⊥ (12.19)

When

−∞ ≤ ξ0 ≤ ∞
−∞ ≤ ξ1 ≤ ∞ (12.20)

only one quarter of the original Minkowski space has been covered, namely
the one corresponding to

|t| ≤ x (12.21)

This is called Rindler’s wedge or Rindler space. The lightcone plays the role
of the event horizon.

Let us now consider an scalar field

S = 1
2

∫
dt ∧ dx

((
∂φ

∂t

)2
−
(
∂φ

∂x

)2)
= 1

2

∫
dξ0 ∧ dξ1

((
∂φ

∂ξ0

)2
−
(
∂φ

∂ξ1

)2)
=

1
2

∫
ρdρdωdx⊥

( 1
ρ2 (∂ωφ)2 − (∂ρφ)2 − (∂⊥φ)2

)
(12.22)

The hamiltonial reads

H = 1
2

∫
ρdρdωdx⊥

(
π2 + (∂ρφ)2 + (∂⊥φ)2

)
(12.23)

We can use lightcone coordinates

x± ≡ t± x (12.24)

as well as
X± ≡ ξ0 ± ξ1 (12.25)

The full solution of the classical equations of motion

∂2

∂x+∂x−
φ = ∂2

∂X+∂X−
φ = 0 (12.26)

is a combination of rightmoving, positive frequency modes such as

f+
R (ω) ≡ e−iωx− = e−iω(t−x) (12.27)

and their complex conjugates, wich are negative energy left movers.
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It is worthwile to stop a while to think on the reason why we say that it
is rightmoving. It is because

k̂f+
R = −i ∂

∂x
f+
R = ωf+

R (12.28)

The reason why we say that it also enjoys positive frequency is because

Ĥf+
R = i

∂

∂t
f+
R = ωf+

R . (12.29)

The plane waves
g+
L (x+) ≡ e−iωx+ (12.30)

are left-moving, positive energy solutions.
The general classical solution can be expanded in a sum of a Fourier

series for the left movers and a corresponding series for the right movers.
We split the series in fR, f∗R, gL, g∗L considering that

0 ≤ ω ≤ ∞ (12.31)

We could as well suppress the complex conjugate basis functions and inte-
grate from

−∞ ≤ ω ≤ ∞ (12.32)

φ =
∫ ∞

0

dω√
4πω

((
a−R(ω)e−iωx− + a+

R(ω)eiωx−
)

+
(
a−L (ω)e−iωx+ + a+

L (ω)eiωx+))
(12.33)

We could also say the corresponding solutions

F+
R (Ω) ≡ e−iΩX− (12.34)

are right-moving positive frequency with respect to the new space and time
coordinates

(
ξ0, ξ1)

The relationship between the two light cone coordinates is given by:

x− = −1
a
e−aX

−

x+ = 1
a
eaX

+ (12.35)

We then have a different expansion

φ =
∫ ∞

0

dΩ√
4πΩ

((
b−R(Ω)e−iΩX− + b+R(Ω)eiΩX−

)
+
(
b−L (Ω)e−iΩX+ + b+L (Ω)eiΩX+))

(12.36)
We are then tempted to write the field operator

φ̂ =
∫ ∞

0

dω√
4πω

((
âR(ω)e−iωx− + â+

R(ω)eiωx−
)

+
(
âL(ω)e−iωx+ + â+

L (ω)eiωx+)) =∫ ∞
0

dΩ√
4πΩ

((
b̂R(Ω)e−iΩX− + b̂+R(Ω)eiΩX−

)
+
(
b̂L(Ω)e−iΩX+ + b̂+L (Ω)eiΩX+))(12.37)
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where the operators obey canonical commutation relations

[â(ω)R, â+(ω′)R] = δ
(
ω − ω′

)
[b̂(Ω)R, b̂+(Ω′)R] = δ

(
Ω− Ω′

)
(12.38)

and so on.

• We now define the Minkowski vacuum state by the condition

âR(ω)|0M 〉 = 0 (12.39)

It is clear that this is the vacuum whose excitations would measure an
inertial observer. The Rindler vacuum instead will be defined by

b̂R(ω)|0R〉 = 0 (12.40)
and this is the ground state for excitations measured by the accelerated
observer.

• Assuming that the Minkowski vacuum is a physical state, the Rindler
state requires an infinite energy to be prepared: It can be checked
from the expansions that

〈0|Tx−x− |0〉 ∼ 〈0M |
∂φ̂

∂x−
∂φ̂

∂x−
|0M 〉 = 〈0R|

∂φ̂

∂X−
∂φ̂

∂X−
|0R〉 (12.41)

This yields

〈0R|
∂φ̂

∂x−
∂φ̂

∂x−
|0R〉 =

(
∂X−

∂x−

)2

〈0R|
∂φ̂

∂X−
∂φ̂

∂X−
|0R〉 = 1

a2 (x−)2 〈0R|
∂φ̂

∂X−
∂φ̂

∂X−
|0R〉

(12.42)
which is expected to diverge at the future horizon x− = 0.
In a completely analogous way we would have shown that

〈0|Tx+x+ |0〉 (12.43)

are expected to diverge at the past horizon, x+ = 0.

• It is clear that we can Fourier expand one set of modes in terms of the
other:

F+
R (Ω) = e−iΩX

− =
∫ ∞
−∞

dωρ(ω)e−iωx− =
∫ ∞

0
dω
(
ρ(ω)f+

R (ω) + ρ(−ω)f∗R(ω)
)

(12.44)
with

ρ(ω) =
∫
dx−

2π e−iΩX
−
eiωx

− =
∫
dx−

2π eiωx
− (−ax−) iΩa =

i

2πω

(
a

iω

)iΩ
a

Γ
(

1 + i
Ω
a

)
= − 1

2πωe
πΩ
2a ei

Ω
a
log a

ωΓ
(
i
Ω
a

)
(12.45)
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We also have

fR(ω) = e−iωx
− =

∫ ∞
−∞

dΩ γ(Ω)e−iΩX− =
∫ ∞

0
dΩ (γ(Ω)FR(Ω) + γ(−Ω)F ∗R(Ω)) =∫ ∞

0
dΩ
√
ω

Ω (α(Ω)FR − β∗(Ω)F ∗R) (12.46)

where this last notation has been introduced with an eye for the Bo-
goliubov transformation that will appear in a moment, and

γ(Ω) =
∫ ∞
−∞

dX−

2π e−iωx
−
eiΩX

− = −
∫ 0

−∞

dx−

2π
1
ax−

e−iωx
−(−ax−)

−iΩ
a =

∫ ∞
0

dy

2π
1
ay
eiωy (ay)−i

Ω
a =

∫ ∞
0

dt

2πa
1
t
e−t

(
ita

ω

)−iΩ
a

=

1
2πa e

πΩ
2a e−i

Ω
a
log a

ωΓ
(
−iΩ

a

)
(12.47)

This clearly implies that

|α(Ω)|2 = e
2πΩ
a |β(Ω)|2 (12.48)

• There is a Bogolyubov transformation relating both sets of creation
and destruction operators. Symbolically, the change of basis we have
just done yields

φ ∼
∑

âR (αF − β∗F ∗) + â+
R (α∗F ∗ − βF ) + left =∑

b̂RF + b̂+RF
∗ + left (12.49)

In gory detail,

b̂R(Ω) =
∫ ∞

0
dω
(
αΩωâR(ω)− βΩωâ

+
R(ω)

)
(12.50)

The canonical commutation relations do imply that (suppressing carets
over operators from now on)[∫ ∞

0
dω1

(
αΩ1,ω1a(ω1)− βΩ1,ω1a

+(ω1)
)
,

∫
dω2

(
α∗Ω2,ω2a(ω2)− β∗Ω2,ω2a

+(ω2)
)]

= δ (Ω1 − Ω2) =∫
dω
(
αΩ1ωα

∗
Ω2ω − βΩ1ωβ

∗
Ω2ω

)
(12.51)

which is a normalization condition for Bogoliubov’s coefficients. It
implies, in particular, that∫

dω
(
|αΩω|2 − |βΩω|2

)
= δ(0) =

∫
dω
(
e

2πΩ
a − 1

)
|βΩω|2 (12.52)
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The expectation value of b-particles in the Minkowski vacuum will be

〈0M |NΩ ≡ b+ΩbΩ|0M 〉 =

〈0M |
∫
dω1

(
α∗Ωω1a

+
ω − βΩω1aω

) ∫
dω2

(
αΩω2aω − βΩω2a

+
ω

)
|0M 〉 =

∫
dω|βΩω|2 =

1
e

2πΩ
a − 1

δ(0) ∼ 1
e

2πΩ
a − 1

V (12.53)

where V has to be interpreted as the volume of space. These massless
particles detected by the accelerated oberved in the Minkowski vacuum
obey the Bose-Einstein distribution at a temperature

T = a

2π (12.54)

This is the Unruh temperature. In order to get to a temperature of

T = 1 ∼ 10−16erg ∼ 10−10MeV (12.55)

and given the fact that the gravitational acceleration at earth is

g ∼ 10ms−2 ∼ 10−29MeV (12.56)

the corresponding acceleration necessary to raise the temperature a
miserable degree is

a ∼ 1019g (12.57)

The possibillity of its detection in storage rings has been advanced
by Bell and Leinaas. More recently, a proposal was put forward by
Chen and Tajima [6] of detecting Unruh radiation with the help of
ultra-intense lasers. It seems however that we have to wait somewhat
before getting experimental confirmation of such an effect.
In the full Minkowski space there is a correlation for example, between

〈φ(t, |x|)φ(t,−|x|)〉 ∼ 1
|x|2

(12.58)

which is not observable bt the Rindler observer. Let us now define,
again in Minkowski space at t = 0

φR(t, x) ≡ φ(t, x) (x > 0)
φL(t, x) ≡ φ(t, x) (x < 0) (12.59)

This a different meaning of the subscripts L and R than the one for-
merly used. Clearly a general wave function depends on both φL and
φR.

Ψ(φL, φR) (12.60)
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The Rindler observer will associate a density matrix, ρR to the Minkowski
vacuum. We know that

[ρR, py] = [ρR, pz] = [ρR, HR] = 0 (12.61)

We can write
Ψ(φL, φR) ≡

∫
Dφe−SE (12.62)

where we integrate over all fields with t > 0 sith that

φ(t = 0) = (φL, φR) (12.63)

Invariance under time translations (boosts)

δω = C (12.64)

becomes rotation invariance in the euclidean action. The generator of
such rotations is precisely the Rindler hamiltonian. The wave function
can be computed by performing a full rotation of π radians; that is
determining the transfer matrix from φR to φR, which is proportional
to

Ψ(φL, φR) ≡
∫
Dφe−SE = 〈φL|e−πHR |φR〉 (12.65)

Now

ρR(φR, φ′R) =
∫
DφLΨ(φL, φR)Ψ∗(φL, φR)Ψ(φL, φ′R) =∫

DφL〈φR|e−πHR |φL〉〈φL|e−πHR |φ′R〉 =

= 〈φR|e−2πHR |φ′R〉 (12.66)

so that
ρR ∼ e−2πHR (12.67)

and the Unruh temperature is given by

TR = 1
2π (12.68)

Clearly a FIDO would observe a temperaure

TR = a

2π = 1
2πρ (12.69)

although a FREFO would observe no temperature at all.
Imagine a vacuum fluctuation around the origin in Minkowski. From
the Fido point of view the fluctuation appears at ω = −∞, ρ ∼ 0 and
disappears at ω = +∞, ρ ∼= 0, so that it lasts an infinite time and it
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is not virtal at all. The horizon behaves as a hot membrane emitting
and absorbing thermal energy.
The correct boundary condition to be imposed in QFT on Rindler
space, which has a boundary at ρ = 0, is at a given cutoff, ρ = ε, an
effective stretched horizon is kept at a constant temperature

T = 1
2πε (12.70)

by a heat reservoir.
There is a host of possible vacua in Schwarzschild as classified by
Candelas [?]. Define Kruskal coordinates as

v ≡
√
r

rs
− 1 e

r
2rs sinh t

2rs

u ≡
√
r

rs
− 1 e

r
2rs cosh t

2rs
U ≡ v − u
V ≡ v + u (12.71)

• The Boulware vacuum |B〉. It is defined by requiring normal modes to
be positive frequency with respect to ∂

∂t . It is pathological at the hori-
zon, in the sense that the expectation value of the energy-momentum
tensor evaluated in a freely falling frame diverges as r → rs.

• The Unruh vacuum |U〉. Defined by taking modes that are incoming
from J − to be of positive frequency with respect to ∂

∂t , while those
that emanate from the past horizon are taken to be positive frequency
with respect to U . 〈T 〉 is regular in the future horizon but not on the
past horizon. At infinity this corresponds to an outgoing flux of BB
radiation at TH .

• TheHartle-Hawking vacuum, |HH〉. Defined by taking incoming modes
to be positive frequency with respect to V and outgoing modes to be
positive frequancy with respect to U . It corresponds to an unstable
equilibrium with an infinite sea of BB radiation.



13

Gravitation and Quantum
Field Theory: Poor man’s
approach.

13.1 The Effective Lagrangian Approach to Quan-
tum Gravity

But if our previous experience with the other interactions is to be of any
relevance here, there ought to be a regime, experimentally accessible in the
not too distant future, in which gravitons propagating in flat spacetime can
be isolated. This is more or less unavoidable, provided gravitational waves
are discovered experimentally, and the road towards gravitons should not be
too different from the road that lead from the discovery of electromagnetic
waves to the identifications of photons as the quanta of the corresponding
interaction, a road that led from Hertz to Planck.

Any quantum gravity theory that avoids identifying gravitational radia-
tion as consisting of large numbers of gravitons in a semiclassical state would
be at variance with all we believe to know about quantum mechanics.

What we expect instead to be confirmed by observations somewhere in
the future is that the number of gravitons per unit volume with frequencies
between ω and ω + dω is given by Planck’s formula

n(ω)dω = ω2

π2
1

e
~ω
kT − 1

dω

It is natural to keep an open mind for surprises here, because it can
be argued that gravitational interaction is not alike any other fundamental
interaction in the sense that the whole structure of space-time ought presum-
ably be affected, but it cannot be denied that this is the most conservative
approach and as such it should be explored first, up to its very limits, which
could hopefully indicate further avenues of research.

233



234 13. GRAVITATION AND QUANTUM FIELD THEORY: POOR MAN’S APPROACH.

From our experience then with the standard model of elementary parti-
cles, and assuming we have full knowledge of the fundamental symmetries
of our problem, we know that we can parametrize our ignorance on the
fundamental ultraviolet (UV) physics by writing down all local operators in
the low energy fields φi(x) compatible with the basic symmetries we have
assumed.

L =
∞∑
n=0

λn(Λ)n

Λn O(n+4) (φi)

Here Λ is an ultraviolet (UV) cutoff, which restricts the contributions of
large euclidean momenta (or small euclidean distances) and λn(Λ) is an
infinite set of dimensionless bare couplings.

Standard Wilsonian arguments imply that irrelevant operators, corre-
sponding to n > 4, are less and less important as we are interested in deeper
and deeper infrared (IR) (low energy) variables. The opposite occurs wuth
relevant operators, corresponding to n < 4, like the masses, that become
more and more important as we approach the IR. The intermediate role is
played by the marginal operators, corresponding to precisely n = 4, and
whose relevance in the I R is not determined solely by dimensional analy-
sis, but rather by quantum corrections. The range of validity of any finite
number of terms in the expansion is roughly

E

Λ << 1

where E is a characteristic energy of the process under consideration.
In the case of gravitation, we assume that general covariance (or diffeo-

morphism invariance) is the basic symmetry characterizing the interaction.
We can then write

Leff = λ0Λ4
√
|g|+ λ1Λ2R

√
|g|+ λ2R

2 + 1
2g

αβ∇αφ∇βφ
√
|g|+

+λ3
1

Λ2R
αβ∇αφ∇βφ

√
|g|+ λ4

1
Λ2R

3
√
|g|+ λ5φ

4
√
|g|+

+ψ̄ (eµaγa (∂µ − ωµ)ψ −m)ψ + λ5
Λ2 ψ̄e

µ
aγ

aR (∂µ − ωµ)ψ + . . . (13.1)

where eµa is the tetrad, such that

eµae
ν
βη

αβ = gµν

ηαβ being Minkowski’s metric. The quantities ωµ are the spin connection.
The need to recover General Relativity in the classical IR limit means

λ1Λ2 = − c3

16πG ≡ −2M2
p
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This in turn, means that if
λ0Λ4

is to yield the observed value for the cosmological constant (which is of the
order of magnitude of Hubble’s constant, H4

0 , which is a very tiny figure
when expressed in particle physics units, H0 ∼ 10−33 eV ) then

λ0 ∼ 10−244

This is one aspect of the cosmological constant problem; it seems most
unnatural that the cosmological constant is observationally so small from
the effective lagrangian point of view. I do not have anything new to say on
this.

This expansion is fine as long as it is considered a low energy expansion.
As Donoghue [?] has emphasized, even if it is true that each time that a
renormalization is made there is a finite arbitrariness, there are physical
predictions stemming from the non-local finite parts.

The problem is when energies are reached that are comparable to Planck’s
mass,

E ∼Mp.

Then all couplings in the effective Lagrangian become of order unity, and
there is no decoupling limit in which gravitation can be considered by itself
in isolation from all other interactions. This then seems the minimum prize
one has to pay for being interested in quantum gravity; all couplings in
the derivative expansion become important simultaneously. No significant
differences appear when supergravity is considered.

In conclusion, it does not seem likely that much progress can be made
by somehow quantizing Einstein-Hilbert’s Lagrangian in isolation. To study
quantum gravity means to study all other interactions as well.

On the other hand, are there any reasons to go beyond the standard
model (SM)?

Yes there are some, both theoretical, and experimental. From the latter,
and most important, side, both the existence of neutrino masses and dark
matter do not fit into the SM. And from the former, abelian sectors suffer
from Landau poles and are not believed to be UV complete; likewise the
self-interactions in the Higgs sector appear to be a trivial theory. Also the
experimental values of the particle masses in the SM are not natural from
the effective lagrangian point of view.

The particle physics community has looked thoroughly for such exten-
sions since the eighties: extra dimensions (Kaluza-Klein), supersymmetry
and supergravity, technicolor, etc. From a given point of view, the natural
culmination of this road is string theory

A related issue is the understanding of the so-called semiclassical grav-
ity, in which the second memnber of Einstein’s equations is taken as the
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expectation value of some quantum energy-momentum operator. It can be
proved that this is the dominant 1/N approximation in case there are N
identical matter fields (confer [?]). In spite of tremendous effort, there is
not yet a full understanding of Hawking’s emission of a black hole from the
effective theory point of view . Another topic in which this approach has
been extensively studied is Cosmology. Novel effects (or rather old ones on
which no emphasis was put until recently) came from lack of momentum
conservation and sem to point towards some sort of instability [?]; again the
low energy theory is not fully understood; this could perhaps have something
to do with the presence of horizons.

Coming back to our theme, and closing the loop, what are the prospects
to make progress in quantum gravity?

Insofar as effective lagrangians are a good guide to the physics there
are only two doors open: either there is a ultraviolet (UV) attractive fixed
point in coupling space, such as in Weinbergś asymptotic safety or else new
degrees of freedom, like in string theory exist in the UV. Even if Wein-
bergś approach is vindicated, the fact that the fixed point most likely lies
at strong coupling combined with our present inability to perform analiti-
cally other than perturbative computations, mean that lattice simulations
should be able to cope with the integration over (a subclass of) geometries
before physical predictions could be made with the techniques at hand at
the present moment.

It is to be remarked that sometimes theories harbor the seeds of their
own destruction. Strings for example, begin as theories in flat spacetime,
but there are indications that space itself should be a derived, not funda-
mental concept. It is hoped that a simpler formulation of string theory exists
bypassing the roundabouts of its historical development. This is far from
being the case at present.

Finally, it is perhaps worth pointing out that to the extent that a purely
gravitational canonical approach, as the ones based upon the use of Ashtekar
variables makes contact with the classical limit (which is an open problem
from this point of view) the preceding line of argument should still carry on.

It seems unavoidable with our present understanding, that any theory of
quantum gravity should recover, for example, the prediction that there are
quantum corrections to the gravitational potential given by [?]

V (r) = −Gm1m2
r

(
1 + 3G (m1 +m2)

r
+ 41

10π
G~
r2

)

(the second term is also a loop effect, in spite of the conspicuous absence
of ~.) Similarly, and although this has been the subject of some controversy,
it seems now established that there are gravitational corrections to the run-
ning of gauge couplings, first uncovered by Robinson and Wilczek and given
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in standard notation by

β(g,E) = − b0
(4π)2 g

3 − 3 16πG
(4π)2~c3 gE

2

Sometimes these effects are dismissed as perturbative, and therefore trivial.
This is not a healthy attitude.

Something that can be done is to ignore most of the conceptual problems
of quantum gravity, and treat it as a gauge theory. This is possible because
the action of diffeomorphisms is formally similar to the one of the symme-
try group of an ordinary gauge theory. Locally the fact that the group of
dimmeomorphisms of a given manifold, Diff(M) is not a fixed entity, but
rather depends in a complicated way on the specific manifold considered,
this problem we say if of no concern for our perturbative analysis. All we
aim at is to compute the quantum corrections to the gravitational action
to first order in the coupling constant, κ. This was first done in a classic
paper by ’t Hooft and Veltman in 1973, as a byproduct of their analysis
of one-loop amplitudes in non-abelian gauge theories. An essential tool of
their analysis is the background field technique, first devised by deWitt, to
which we now turn.

13.2 The background field approach in quantum
field theory.

The main problem in quantum field theory is the computation of the par-
tition function, which is nothing else than Schwinger’s vacuum persistence
amplitude in the presence of an external source, J(x). It is useful to represent
it as a functional integral

Z[J ] ≡ eiW [J ] ≡
∫
Dφ eiS[φ]+i

∫
J(x)φ(x) (13.2)

Where in this formal analysis we represent all fields (including the gravita-
tional field) by φ(x), and we add a coupling to an arbitrary external source as
a technical device to compute Green functions out of it by taking functional
derivatives of Z[J ] and then putting the sources equal to zero. This trick was
also invented by Schwinger. The partition funtion generates all Green func-
tions, connected and disconnected. Its logarithm, W [J ] sometimes dubbed
the free energy generates connected functions only. These names come from
a direct analogy with similar quantities in statistical physics.

It is possible to give an intuitive meaning to the path integral in quantum
mechanics as a transition amplitude from an initial state to a final state.
This is actually the way Feynman derived it.

In QFT the integration measure is not mathematically well-defined. For
loop calculations, however, it is enough to formally define the gaussian path
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integral as a functional determinant, that is∫
Dφei(φKφ) = det K−

1
2 (13.3)

where the scalar product is defined as

(φ,Kφ) ≡
∫
d(vol) φ K φ (13.4)

and K is a differential operator, usually

K = ∇2 + something (13.5)

There are implicit indices in the operator to pair the (also implicit) compo-
nents of the field φ.

The only extra postulate needed is translation invariance of the measure,
in the sense that ∫

Dφei ((φ+χ) K, (φ+χ)) =
∫
Dφei(φ ,K φ) (13.6)

This is the crucial property that allows the computation of integrals in the
presence of external sources by completing the square.

It is quite useful to introduce a generating function for one-particle irre-
ducible (1-PI) Green functions. This is usually called the effective action and
is obtained through a Legendre transform, quite analogous to the one per-
formed when passing from the Lagrangian to the hamiltonian ion classical
mechanics.

One defines the classical field as a functional of the external current by

φc[J ] ≡ 1
i

δW [J ]
δJ(x) (13.7)

The Legendre transform then reads

Γ[φc] ≡W [J ]− i
∫
dnxJ(x)φc(x) (13.8)

It is a fact that

δΓ
δφc(x) =

∫
dnz

δW

δJ(z)
δJ(z)
δφc(x) − iJ(x)− i

∫
dnzφc(z)

δJ(z)
δφc(x) = −iJ(x)

(13.9)
The background field technique was invented by Bryce Dewitt as a clever
device to keep track of divergent terms in theories (such as gravity) with a
complicated algebraic structure. The main idea is to split the integration
fields into a classical and a quantum piece:

Wµ ≡ Āµ +Aµ (13.10)
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The functional integral is performed over the quantum fields only. where
for an ordinary gauge theory the action has three pieces. First the gauge
invariant piece

Lgauge ≡ −
1
4Fµν [W ]2 (13.11)

with
F aµν [W ] ≡ ∂µW a

ν − ∂νW a
µ + gfabcW

b
µW

c
ν (13.12)

The gauge transformations are

δW a
µ ≡ δ

(
Āaµ +Aaµ

)
≡ −fabcωbW c

µ + 1
g
∂µω

a = −fabcωb
(
Āaµ +Aaµ

)
+ 1
g
∂µω

a

(13.13)
This can be implemented in two ways. First letting the background field be
inert. Those are the quantum gauge

δQĀ
a
µ ≡ 0

δQA
a
µ = −fabcωb

(
Āaµ +Aaµ

)
+ 1
g
∂µω

a (13.14)

Those are the transfomations in need of gauge fixing. It is to be remarked
thet gauge symmetry is realized non-linearly on the quantum fields.

It is also possible to reproduce the total gauge transformations through
the classical transformations

δCĀ
a
µ = −fabcωbĀaµ + 1

g
∂µω

a

δCA
a
µ = −fabcωbAcµ (13.15)

under which the quantum field transforms as an adjoint vector field.
Currents transform in such a way that

δC

∫
JµaA

a
µ = 0 (13.16)

that is
δJaµ = −fabcωbJcµ (13.17)

The beauty of the background field method is that it is possible to gauge fix
the quantum symmetry while preserving the classical gauge symmetry. All
computations are then invariant under gauge transformations of the clasical
field, and so are the counterterms. This quite simplifies the heavy work
involved in computing with gravity.

The simplest background gauge is

F̄ a[A] ≡ ∂µAµa + gfabcĀ
b
µA

µ
c ≡

(
D̄µA

µ
)a

(13.18)
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L. Abbott was able to prove a beautiful theorem to the effect that the
effective action computed by the background field methos is simply related
to the ordinary effective action

ΓBF [ABFc , Ā] = Γ[Ac]|Ac=ABFc +Ā (13.19)

This means in particular, that

Γ[Ac] = ΓBF [0, Ā = Ac] (13.20)

At the one loop order all this simplifies enomoursly. Working in euclidean
space

e−W [φ̄] ≡
∫
Dφe−S[φ̄]−

∫
φK[φ̄]φ−

∫
Jφ =

e−S[φ̄]− 1
2 log det K[φ̄]− 1

2

∫
JK−1[φ̄]J (13.21)

This means that
φc = −K−1 [φ̄]J (13.22)

so that
J = −K[φ̄] φc (13.23)

and

ΓBF [φc, φ̄] = W [J(φc)]−
∫
Jφc =

= S[φ̄] + 1
2 log det K[φ̄] + 1

2

∫
KφcK

−1[φ̄]Kφc −
∫
Kφcφc =

= S[φ̄] + 1
2 log det K[φ̄]− 1

2

∫
φcKφc (13.24)

Then by Abbott’s theorem

Γ(φc) = ΓBF [0, φ̄ = φc] = W [φ̄] ≡ S[φ̄] + 1
2 log det K[φ̄] (13.25)

The one loop effective action is equal to the background field free energy,
and the background field can be equated to the classical field.
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13.3 Geometric computation of the one loop effec-
tive action.

To one loop order all functional integral computations reduce to gaussian
integrals, which can in turn be formally represented as functional deter-
minants. This is hardly of any advantage when computing finite parts.
Contrasting with that, a geometric approach for computing the divergent
piece of the effective action exist. This approach was pioneered by Julian
Schwinger and Bryce DeWitt.

When breaking the total gravitational field gµν(x) into a background part,
ḡµν(x) and a quantum fluctuation, hµν(x), we are working in a background
manifold,M , with metric ḡµν(x), and thereby avoiding most of the problems
of principle of quantum gravity. Quantum gravitational fluctuations are
treated as ordinary gauge fluctuations. This approach was culminated by
the brilliant work of ’t Hooft and Veltman, where it was shown that pure
quantum gravity is one loop finite on shell. This is not true any more as
soon as some matter is added. Even pure quantum gravity at two-loops is
divergent on shell, as was shown by Goroff and Sagnotti.

The formalism is such that in order to compute the divergent piece of the
effective action, background gauge invariance can be maintained, so that we
do not commit to any specific background, although we assume that some
such background always exists.

Were we to compute correlators, then the particular Green function ap-
propiate to each background is needed, and then all subtle points associated
witk background horizons and singularities will reappear. The Unruh radi-
ation is the simplest manifestation of these.

It is to be emphasized that quantum Diff invariance is spontaneously
broken in this approach. The background gauge transformations read

δḡµν = ξλ∂λḡµν + ∂µξ
λḡλν + ∂νξ

λḡµλ = ∇̄µξν + ∇̄νξµ
δhµν = ξλ∂λhµν + ∂µξ

λhλν + ∂νξ
λhµλ (13.26)

and the quantum gauge transformations read

δḡµν = ξλ∂λḡµν

δhµν = ξλ∂λhµν + ∂µξ
λ (ḡλν + hλν) + ∂νξ

λ (ḡµλ + hµλ) (13.27)

Working to one loop order, they simplify to

δḡµν = ξλ∂λḡµν + ∂µξ
λḡλν + ∂νξ

λḡµλ = ∇̄µξν + ∇̄νξµ
δhµν = ξλ∂λhµν (13.28)

and to

δḡµν = ξλ∂λḡµν

δhµν = ξλ∂λhµν + ∂µξ
λḡλν + ∂νξ

λḡµλ (13.29)
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They still act nonlinearly of the quantum fluctuations owing to the inhomo-
geneous term. This physically means that the quantum fluctuations behave
as goldstone bosons of broken Diff invariance.

To study the Diff invariant phase would mean to compute with

ŋµν = 0 (13.30)

which is not possible, bacause there is then no background geometry. For
starters, it is not possible to define even the inverse metrix, ḡµν , neither the
Christoffels, etc.

In some cases, and using the first order formalism, it is possible to func-
tionally integrate without the restriction that the determinant of the metric
does not vanish

ḡ 6= 0 (13.31)

An example is Witten treatment of three-dimensional quantum gravity as a
gauge theory.

It is not clear what are the conclusions to draw for the four-dimensional
case.

13.4 Zeta function

Consider the partition function in euclidean signature

Z ≡
∫
Dφ e−

1
2

∫ √
|g| dnx φ A φ

This means that the dimension of the fields φ must be n−dA
2 , where dA is

trhe mass dimension of the operator A; usually dA = 2. The eigenvalues
equation for this operator is

Aφn = λnφn

The dimension of λn must necessarily be that of the operator A. We can
fool around with the dimension of φn, or fix it through normalization:

〈φn|φm〉 ≡
∫ √
|g| dnx φ∗n φm = δmn

The dimension of φm is then n
2 in the Kronecker case, or 0 in the continuous

case when the Kronecker delta is replaced by a Dirac delta of momentum
δn(k).

If the set of eigenfunctions is complete in the functional space, it is
possible to formally expand

φ ≡
∑

an φn
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The dimensions of the expansion coefficients an is n−dA
2 − n

2 = −dA
2 with the

discrete normalization.
It is tempting to define the functional measure as the dimensionless quan-

tity
Dφ ≡

∏
n

µ
dA
2 dan

Then the gaussain integral is represented by the infinite product

Z =
∏
n

µ
dA
2

√
2π
λn

The zeta-function associated to the operator A is now defined by analogy
with Riemann’s zeta function

ζ(s) ≡
∑
n

(
λn
µdA

)−s
and find

ζ ′(s) = −
∑
n

log
(
λn
µdA

) (
λn
µdA

)−s
so that

−ζ ′(0) =
∑
n

log
(
λn
µdA

)
= log det A

then the determinant of the operator itself is defined by analytic continuation
as

det A ≡ e−ζ′(0) (13.32)

Let us work in detail the most basic of all determinants, the one of the flat
space d’Alembertian. The dimensionless eigenfunctions ara plane waves

φk ≡
1

(2π)
n
2
eikx (13.33)

and are normalized in such a way that∫
dnx φ∗k(x)φk′(x) = δn

(
k − k′

)
(13.34)

The eigenvectors are simply
λk = −k2 (13.35)

The continuum normalization means that fields are expanded as

φ(x) =
∫
dnk ak φk(x) (13.36)

This means that the dimension of the expansion coefficients is now

[ak] = −n+ dA
2 (13.37)
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The zeta function is given by

ζ(s) =
∫
dnk

µn

(
−k2

µ2

)−s
=
∫
dnk

µn
e
−s log

(
−k2
µ2

)
(13.38)

This leads to the expression for the determinant of the ordinary d’Alembert
operator

log det � =
∫
dn k

µn
log
(
−k2

µ2

)

13.5 Heat kernel

Let us now follow a slightly different route which is however intimately
related. We begin, following Schwinger, by considering the divergent integral
which naively is independent of λ

I(λ) ≡
∫ ∞

0

dx

x
e−xλ (13.39)

The integral is actually divergent, so before speaking about is it has to be
regularized. It can be defined through

I(λ) ≡ lim
ε→0

I(ε, λ) ≡ lim
ε→0

∫ ∞
ε

dx

x
e−xλ (13.40)

such that
lim
ε→0

∂I(ε, λ)
∂λ

= − 1
λ

(13.41)

It follows
∴ I(λ) = − log λ+ C (13.42)

It is natural to define (for trace class 1) operators

log det ∆ = tr log ∆ ≡
∑
n

log λn (13.43)

Now given an operator (with purely discrete, positive spectrum) we could
generalize the above idea (Schwinger)

log det ∆ ≡ −
∫ ∞

0

dτ

τ
tr e−τ∆ (13.44)

The trace here encompasses not only discrete indices, but also includes an
space-time integral. Let is define now the heat kernel associated to that
operator as the operator

K(τ) ≡ e−τ∆ (13.45)
1 In the physical Lorentzian signatura, all quantities will be computed from analytic

continuations from riemannian configurations where they are better defined. This proce-
sire is not always unambiguous when gravity is present.
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Formally the inverse operator is given through

∆−1 ≡
∫ ∞

0
dτ K(τ) (13.46)

where the kernel obeys the heat equation(
∂

∂τ
+ ∆

)
K(τ) = 0 (13.47)

In all case that will interest us, the operator ∆ will be a differential operator.
Then the heat equation is a parabolic equation(

∂

∂τ
+ ∆

)
K(τ ;x, y) = 0 (13.48)

which need to be solved with the boundary condition

K(x, y, 0) = δ(n)(x− y) (13.49)

The mathematicians have studied operators which are deformations of the
laplacian of the type

∆ ≡ DµDµ + Y (13.50)

where Dµ is a gauge covariant derivative

Dµ ≡ ∇µ +Xµ (13.51)

and ∇µ is the usual covariant space-time derivative.
In the simplest case X = Y = 0 and ∇µ = ∂µ, the flat space solution

corresponding to the euclidean laplacian is given by

K0(x, y; τ) = 1
(4πτ)n/2

e−
σ(x,y)

2τ (13.52)

where the world function in flat space is simply

σ(x, y) ≡ 1
2(x− y)2 (13.53)

This can be easily checked by direct computation. It is unfortunately quite
difficult to get explicit solutions of the heat equation except in very simple
cases. This limits the applicability of the method for computing finite deter-
minants. These determinants are however divergent in all cases of interest
in QFT, , and their divergence is due to the lower limit of the proper time
integral. It we were able to know the solution close to the lower limit, we
could get at least some information on the structure of the divergences. This
is exactly how far it is possible to go.
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The small proper time expansion of Schwinger and DeWitt is given by
a Taylor expansion

K (τ ;x, y) = K0 (τ ;x, y)
∞∑
p=0

ap (x, y) τp (13.54)

with
a0(x, x) = 1 (13.55)

The coefficients ap (x, y) characterize the operator whose determinant is to
be computed. Actually, for the purpose at hand, only their diagonal part,
an (x, y) is relevant.

The integrated diagonal coefficients will be denoted by capital letters

An ≡
∫ √
|g| dnx an(x, x) (13.56)

in such a way that
A0 = vol ≡

∫
M

√
|g| dnx (13.57)

The determinant of the operator is then given by an still divergent integral.
The short time expansion did not arrange anything in that respect. This
integral has to be regularized by some procedure. One of the possibilities is
to keep x 6= y in the exponent, so that

log det ∆ ≡ −
∫ ∞

0

dτ

τ
trK(τ) ≡ − lim

σ→0

∫ ∞
0

dτ

τ

1
(4πτ)n/2

∞∑
p=0

τptr ap(x, y) e−
σ2
4τ

(13.58)
We have regularized the determinant by point-splitting. For consistency,
also the off-diagonal part of the short-time coefficient ought to be kept.

All ultraviolet divergences are given by the behavior in the τ ∼ 0 end-
point. Changing the order of integration, and performing first the proper
time integral, the Schwinger-de Witt expansion leads to

log det ∆ = −
∫
d(vol) limσ→0

∞∑
p=0

σ2p−n

4pπν/2
Γ(n/2− p) tr ap(x, y) (13.59)

Here it has not been not included the σ dependence of

limσ→0 an (x, y) (13.60)

In flat space this corresponds to

(x− y)2 = 2σ → 0 (13.61)

Assuming this dependence is analytic, this could only yield higher powers
of σ, as will become plain in a moment.



13.6. FLAT SPACE DETERMINANTS 247

The term p = 0 diverges in four dimensions when σ → 0 as

1
σ4 (13.62)

but this divergence is common to all operators and can be absorbed by a
counterterm proportional to the total volume of the space-time manifold.
This renormalizes the the cosmological constant.

The next term corresponds to p = 2, and is independent on σ.In order
to pinpoint the divergences, When n = 4− ε it is given by

log det ∆|n=4 ≡
1

156π2 (4− n) A2 (13.63)

From this term on, the limit σ → 0 kills everything.
A different way to proceed is to take σ = 0 from the beginning and put

explicit IR (µ) and UV (Λ) proper time cutoffs, such that Λ
µ >> 1. It should

be emphasized that these cutoffs are not cutoffs in momentum space; they
respect in particular all gauge symmetries the theory may enjoy.

log det ∆ ≡ −
∫
dτ

τ
tr K(τ) ≡ −

∫ 1
µ2

1
Λ2

dτ

τ

1
(4πτ)n/2

∑
p=0

τptr Ap [∆] (13.64)

This yields, for example in n = 4 dimensions

log det ∆ = 1
(4π)2

(
1
2Λ4 V ol +A1 [∆] Λ2 +A2 [∆] log Λ2

µ2

)
(13.65)

There are finite contributions that are not captured by the small proper
time expansion; those are much more difficult to compute and the heat
kernel method is not particularly helpful in that respect.

13.6 Flat space determinants

Let us see in detail how the heat equation can be iterated to get the co-
efficients of the short time expansion for operators pertaining to flat space
gauge theories.

The small proper time expansion of the heat kernel should be substituted
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into the heat equation for the gauge operator as above, It follows

∂

∂τ
K (τ ;x, y) = 1

(4π)
n
2
e−

(x−y)2
4τ

∑
p=0

(
ap

(x− y)2

4 + (p− n

2 − 1)ap−1

)
τp−2−n2

∂µK = 1
(4πτ)

n
2
e
−(x−y)2

4τ
∑
p

(
−σµ2τ ap + ∂µap

)
τp

DµK (τ ;x, y) = 1
(4πτ)

n
2
e
−(x−y)2

4τ
∑
p

(
−σµ2τ ap +Dµap

)
ap∑

µ

D2
µK (τ ;x, y) =

= 1
(4π)

n
2
e−

(x−y)2
4τ

∑
p

(
− n

2τ ap + (x− y)2

4τ2 ap −
∑
µ

σµ

τ
Dµap +D2ap

)
τp−

n
2 =

= 1
(4π)

n
2
e−

(x−y)2
4τ

∑
p

(
−n2 ap−1 + (x− y)2

4 ap −
∑
µ

σµ Dµap−1 +D2ap−2

)
τp−2−n2

∆K (τ ;x, y) =
(
D2
µ − Y

)
K =

= 1
(4π)

n
2
e−

(x−y)2
4τ

∑
p

(
−n2 ap−1 + (x− y)2

4 ap −
∑
µ

σµ Dµap−1 + ∆ap−2

)
τp−2−n2

(where σµ ≡ (xµ − yµ)).
The more divergent terms are those in τ−2−n2 , but they do not give

anything new
a0
4 (x− y)2 = a0

4 (x− y)2 (13.66)

The next divergent term (only even p contribute to the expansion without
boundaries) is τ1−n2

− n

2 a0 = −n2 a0 − σ.Da0 (13.67)

ao that we learn that
σ.Da0 = 0 (13.68)

Generically,(
p− n

2 − 1
)
ap−1 = −n2 ap−1 + σ.Dap−1 + ∆ap−2 (13.69)

which is equivalent to

(p+ 1)ap+1 = −σ.Dap+1 +D2ap (13.70)

Taking the covariant derivative of the first equation,

Dλ(σµDµa0) = 0 = Dλa0 + σµDλDµa0 (13.71)
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the first coincidence limit follows

[Dµa0] = 0 (13.72)

(please note that [a0] = 1 which we knew already, does not imply the
result.) Taking a further derivative, we get

[(DµDν +DνDµ)a0] = 0 (13.73)

whose trace reads [
D2a0

]
= 0 (13.74)

The usual definition
Wµν ≡ [Dµ, Dν ] (13.75)

implies

[DµDν a0] = 1
2 [([Dµ, Dν ]− + {Dµ, Dν})a0] = 1

2Wµν (13.76)

where the fact has been used that

[a0] = 1 (13.77)

Taking p = 0 in (13.69)

− a1 = D2a0 + σ.Da1 (13.78)

so that
[a1] = − [∆a0] = −Y (13.79)

(since D2 = ∆− Y ). When p = 1 in (13.69)

− 2a2 = ∆a1 + σ.Da2 (13.80)

so that
[a2] = −1

2 [∆a1] (13.81)

Let us derive again the p = 0 expression before the coincidence limit:

−Dµa1 = DµD
2a0 +Dµ (σ.Da1) = DµD

2a0 +Dµa1 + σλDµDλa1 (13.82)

Then
− 2Dµa1 = Dµ∆a0 + σλDµDλa1 (13.83)

which implies at the coincidence limit

− 2
[
D2a1

]
=
[
D2∆a0

]
+
[
D2a1

]
(13.84)

that is

[∆a1] ≡
[
D2a1

]
+ [Y a1] = −1

3
[
D2D2a0

]
− Y 2 − 1

3D
2Y (13.85)
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Now deriving three times the equation (13.68)

(DδDσDρDµ+DδDσDµDρ+DδDρDµDσ+DσDρDµDδ+σλDδDσDρDµDλ)a0 = 0
(13.86)

Contracting with ηδσηρµ[
(D2D2 +DµD2Dµ)a0

]
= 0 (13.87)

and contracting instead with ηδρησµ

[(DµDνDµDν)a0] = 0 (13.88)

Now

[(DσDµDµDσ)a0] = [(DµDσDµDσa0 +W σµDµDσa0] (13.89)

It follows that [
DαD2Dαa0

]
= 0 +W σµ [DµDσa0] = −1

2W
2 (13.90)

so that [
D2D2a0

]
= 1

2W
2 (13.91)

and finally

[a2] = −1
2 [∆a1] = 1

6
[
D2D2a0

]
+ 1

2Y
2 + 1

6D
2Y = 1

12W
2 + 1

2Y
2 + 1

6D
2Y

(13.92)
The final expression for the divergent piece of the determinant of the flat

space gauge operator reads

log det ∆ = − 2
(4− n)

i

(4π)2

∫
dnx tr

( 1
12W

µνWµν + 1
2Y

2
)

(13.93)

(the term in D2Y vanishes as a surface term).
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13.7 The deWitt computation of gravitational de-
terminants

When the gravitational interaction is physically relevant, things are much
more complicated. First of all, the space-time manifold is not flat, so that the
flat space free solution has got to be generalized. All computations should
be covariant. It is precisely at this point that all computations already done
with the world fiunction will become handy. On the other hand it is when
dealing with this sort of problems that the real power of the heat kernel
technique is visible.

The relevant expansion has been worked out by Bryce DeWitt. Let us
proceed in a pedestrian way, by writing

K
(
τ ;x, x′

)
= 1

(4πτ)
n
2
N(x, x′) e−

σ(x,x′)
2τ

∞∑
p=0

ap(x, x′)τp (13.94)

where we have left an arbitrary global coefficient, to be determined later,
N(x, x′) in front of the Taylor expansion. The purpose here is to show that
it should be equal to the van Vleck determinant. In order to do that, let us
now substitute the short time expansion into the heat equation

∂

∂τ
K (τ ;x, y) = 1

(4π)
n
2
N e−

σ
2τ
∑
p=0

(
ap
σ

2 +
(
p− 1− n

2

)
ap−1

)
τp−2−n2

Let us do the computation for (minus) the ordinary laplacian

∇µK (τ ;x, y) = 1
(4πτ)

n
2
e−

σ
2τ
∑
p

(
∇µ N ap +N

(
∇µap −

σµ
2τ ap

))
τp

∇2K (τ ;x, y) = 1
(4πτ)

n
2
e−

σ
2τ
∑
p

τp
{
∇2N ap + 2Nµ∇µap −

1
2τ σµNµ ap −

− 1
2τ N σµ∇µap −

1
2τ N∇

2σap +N∇2ap −
1
2τ σ

µ
(
Nµap −

1
2τ Nσµap +N∇µap

)}
=

= 1
(4πτ)

n
2
e−

σ
2τ
∑
p=0

τp−2
{
∇2Nap−2 + 2Nµ∇µap−2 − σµNµap−1 +

+N
(1

4σµσ
µap − σµ∇µap−1 −

1
2∇

2σap−1 +∇2ap−2

)}
(13.95)

We have defined
ap = 0 (13.96)

for negative values of the index p.
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The generic recursion relation is

∇2Nap−2 + 2Nµ∇µap−2 − σµNµap−1 +N

(1
4σµσ

µap − σµ∇µap−1 −
1
2∇

2σap−1+

∇2ap−2 − ap
σ

2 −
(
p− 1− n

2

)
ap−1

)
= 0 (13.97)

Let us work it out for low values of the index p.

• p = 0. This yields the equation

1
4 (∇µσ∇µσ − 2σ) N a0

(
x, x′

)
= 0 (13.98)

The prefactor here is an identity for the world function. Let us prove
it.
Start for the action for a free particle

S ≡
∫ x′,τ ′

x,τ
dτ

1
2gµν ẋ

µẋν ≡ σ(x, x′]
τ ′ − τ

(13.99)

where the integral is taken over the geodesic xµ = xµ(τ) that goes from
the base point x′ at value τ ′ of the parameter to the field point x′ at
value τ ′ of the same parameter. This defines the square of the geodesic
distance between the points x′ and x. It is a scalar for independent
Einstein transformations of the base and field points. This was called
by Synge world function. He used the notation Ω for it, but nowadays
the notation σ is much more common. When the geodesic is timelike
and parametrizing with the proper time

σ(x, x′) = (τ − τ ′)2

2 (13.100)

The canonical momentum is given by

pµ ≡ ∂µS = ∇µσ
τ ′ − τ

(13.101)

The Hamilton-Jacobi equation for the free particle reads

0 = ∂S

∂τ
+H = − σ

(τ ′ − τ)2 + 1
2

σµσ
µ

(τ ′ − τ)2 (13.102)

and it leads to the basic equation obeyed by the world function

∇µσ∇µσ = 2σ (13.103)

It is instructive to study a more pedestrian derivation. Consider a
variation of the world function

δσ ≡ σ(x+ δx, x′)− σ(x, x′) (13.104)
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where we rescale the parameters in such a way that (λ0, λ1) label the
ends of the new geodesic.
The variation can be computed in an standard way

δσ = (λ1 − λ0)
∫ λ1

λ0
dλ

(
gµν ż

µδżν + 1
2∂λgµν ż

µżνδzλ
)

= (λ1 − λ0) gαβ żαδzβ
∣∣∣λ1

λ0
−

−(λ1 − λ0)
∫ λ1

λ0

(
gαβ z̈

β + Γαβγ żβ żγ
)
δzαdλ (13.105)

Inserting the information that ine path integral is taken over a geodesic,
we learn that

δσ = (λ1 − λ0)gαβuαδxβ (13.106)

This means that the derivative of the world function is proportional
to the tangent vector

σα = (λ1 − λ0)uα = +
√

2σ uα (13.107)

Also
σα′ = −(λ1 − λ0)uα′ (13.108)

and it is now obvious that

σµσ
µ = σµ′σ

µ′ = 2σ (13.109)

This implies that the equation of parallel transport of any quantity T
can be written as

uµ∇µT = σµ∇µT = 0 (13.110)

also, taking derivatives, the d’Alembertian of the world function is
related to the expansion of the geodesic congruence

�σ = 1 +
√

2σ θ (13.111)

• Let us examine the p = 1 equation.

− σµNµa0 + 1
4Nσµσ

µa1 − σµ∇µa0 −
1
2�σa0 −N

σ

2 a1 + n

2Na0 = 0
(13.112)

It is plain that the coefficient of a1 is

N

(1
4σµσ

µ − 1
2σ
)

(13.113)

which vanishes identically. The coefficient a0 obeys the equation for
the parallel propagator

σµ∇µa0(x, y) = 0 (13.114)



254 13. GRAVITATION AND QUANTUM FIELD THEORY: POOR MAN’S APPROACH.

The vanishing of the term that algebraically multiplies a0 imposes the
following equation on the prefactor N

− σµ∇µN −
1
2�σN + n

2N = 0 (13.115)

This can also be written in terms of ∆ ≡ N2 as

∇µ (∆σµ) = n∆ (13.116)

and this equation in turn, identifies ∆ as the van Vleck determinant.
Let us explain this.
The van Vleck determinant is defined by

∆(x, x′) ≡ det ∆α′
β′(x, x′) ≡ det

(
−gα′α (x′, x)σαβ′(x, x′)

)
(13.117)

The parallel propagator is defined as

gα
′
α(x, x′) ≡ eα′a (x′)eaα(x) (13.118)

so that
det

(
gα
′
α(x, x′)

)
= e(x)
e′(x′) (13.119)

Taking determinants in the definition of the van Vleck determinant
yields

∆(x, x′) = −det
(
−σαβ′(x, x′)

)
ee′

≡ −D(x, x′)
ee′

(13.120)

It is plain that [
∆α′
β′

]
= δα

′
β′ (13.121)

[∆] = 1 (13.122)

It is a fact [23] that it obeys the fundamental equation

∇α (∆ σα) = n∆ = σα∇α∆+∆�σ = n∆ = σα∇α∆+
(
1 +
√

2σ θ
)

∆
(13.123)

The failure of the van Vleck determinant to be parallel propageted is
measured by the expansion of the geodesic congruence

σα∇α (log ∆) = (n− 1)−
√

2σ θ (13.124)

Indeed, starting from

∆α′
β′ = −gα′α

(
σγ ασγβ′ + σγσαβ′γ

)
= gα

′
αg

γ
γ′σ

α
γ∆γ′

β′ +∇γ∆α′
β′σ

γ

(13.125)



13.7. THE DEWITT COMPUTATION OF GRAVITATIONAL DETERMINANTS255

multiplying by the inverse matrix ∆−1 and taking the trace

n = �σ + (∆−1)β′ α′σγ∇γ∆α′
β′ (13.126)

which implies the desired identity.
The coindidence limit of the fundamental equation holds trivially. We
shall indeed denote the coincidence limit of any bi-scalar function by

[W ] ≡ limx→x′W (x, x′) (13.127)

There is a general rule, called Synge’s rule for computing such limits.
The rule as applied to the world function states that

[∇α′σ...] = ∇α′ [σ...]− [∇ασ...] (13.128)

where the dots indicate further derivations. Let us prove it. Given
any bi-scalar

ΩAB′(x, x′) (13.129)

where A,B, . . . are multi-indexes. Further consider a physical quantity
PA(x) with the same multi-index structure as A; and another one
QB

′(x′) with the same multi-index structure as B′. Both objects are
parallel propagated

uα∇αPA(x) = uα
′∇α′QB

′(x′) = 0 (13.130)

The bi-scalar

H(x, x′) ≡ ΩAB′(x, x′)PA(x)QB′(x′) (13.131)

can be Taylor expanded in two different ways

H(λ1, λ0) = H(λ0, λ0) + (λ1 − λ0) ∂H
∂λ1

∣∣∣∣
λ1=λ0

+ . . . =

= H(λ1, λ1)− (λ1 − λ0) ∂H
∂λ0

∣∣∣∣
λ0=λ1

+ . . . (13.132)

Then
H(λ0, λ0) ≡ [ΩAB′ ]PAQB

′ (13.133)

obeys

d

dλ0
H(λ0, λ0) ≡ lim

λ1→λ0

H(λ1, λ1)−H(λ0, λ0)
λ1 − λ0

= ∂H

∂λ0

∣∣∣∣
λ0=λ1

+ ∂H

∂λ1

∣∣∣∣
λ1=λ0

=

= uα
′ [∇α′ΩAB′ ]PAQB

′ + uµ [∇µΩAB′ ]PAQB
′ (13.134)

Finally
∇α′ [ΩAB′ ] = [∇α′ΩAB′ ] + [∇αΩAB′ ] (13.135)
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Let us now rewrite the recursion relation taking into account all infor-
mation gathered until now.

∆−
1
2�
(
∆

1
2ap

)
= σµ∇µap+1 + (p+ 1) ap+1 = −1

4∆−2∆2
µap +

+1
2∆−1�∆ap + ∆−1∆µ∇µap +�ap (13.136)

• p = 2. Let us finally write

σµ∇µa2 + 2a2 = −1
4∆−2∆2

µa1 + 1
2∆−1�∆a1 + ∆−1∆µ∇µa1 +�a1

(13.137)

Our aim is to find the coincidence limit

[a2] = −1
4∆−2∆2

µa1 + 1
2∆−1�∆a1 + ∆−1∆µ∇µa1 +�a1 (13.138)

We need [�a1]. For that we can start with the first equation (we shall
need the off diagonal one)

σµ∇µa1 + a1 = −1
4∆−2∆2

µa0 + 1
2∆−1�∆a0 + ∆−1∆µ∇µa0 +�a0

At coindicence, this determines [a1]

[a1] = 1
6 R+ [�a0] (13.139)

We derive once

σµ νa
1
µ + σµa1

µν + a1
ν = 1

2∆−3∆ν∆2
µa0 −

1
2∆−2∆µ∆µνa0 −

−1
4∆−2∆2

µa
0
ν −

1
2∆−2∆ν�∆a0 −

1
2∆−1∇ν�∆a0 −

1
2∆−1�∆a0

µ

−∆−2∆ν∆µa0
µ + ∆−1∆µνa0

µ + ∆−1∆µa
0
µν +∇ν�a0 (13.140)
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Take a deep breath and derive again

σµνλa1
µ + σµνa1

µλ + σµλa1
µν + σµa1

µνλ + a1
νλ =

= −3
2∆−4∆λ∆ν∆ν∆2

µa0 + 1
2∆−3∆νλ∆2

µa0 + ∆−3∆ν∆µ∆µλa0 +

+1
2∆−3∆ν∆2

µa
0
λ + ∆−3∆λ∆µ∆µνa0 −

1
2∆−2∆µλ∆µνa0 −

−1
2∆−2∆µ∆µνλa0 −

1
2∆−2∆µ∆µνaλ0 + 1

2∆−3∆λ∆2
µa

ν
0 −

−1
2∆−2∆µ∆µλaν0 −

1
4∆−2∆2

µa
νλ
0 + ∆−3∆λ∆ν�∆a0 −

−1
2∆−2∆νλ�∆a0 −

1
2∆−2∆ν∇λ�∆a0 −

1
2∆−2∆ν�∆aλ0 +

+1
2∆−2∆λ∇ν�∆a0 −

1
2∆−1∇λ∇ν�∆a0 −

1
2∆−1∇ν�∆a0

λ + 1
2∆−2∆λ�∆a0

µ −

−1
2∆−1∇λ�∆a0

µ −
1
2∆−1�∆a0

µλ + 2∆−3∆λ∆ν∆µaµ0 −∆−2∆νλ∆µaµ0 −

−∆−2∆ν∆µλaµ0 −∆−2∆ν∆µaµλ0 −∆−2∆λ∆µνaµ0 + ∆−1∆µνλaµ0 +
+∆−1∆µνaµλ0 −∆−2∆λ∆µa

µν
0 + ∆−1∆µλa

µν
0 + ∆−1∆µa

µνλ
0 +∇λ∇ν�a0

This means that everything starts with coincidence limits of covariant
derivatives of a0. Let us proceed carefully to work out coincidence limits of
covariant derivatives of the world function.

• It is plain that
[σ] = [σµ] = 0 (13.141)

(The second equation is true because there is no prefered vector in the
manifold.) Deriving several times the equation (13.103)

σµσ
µα = σα (13.142)

Once again
σµβσ

µα + σµσ
µαβ = σαβ (13.143)

∴ �σ = σµνσ
µν + σµ�σ

µν (13.144)

It follows that
[σµν ] = gµν (13.145)

as well as its trace
[�σ] = n (13.146)

Another derivative

σµβγσ
µα + σµβσ

µαγ + σµγσ
µαβ + σµσ

µαβγ = σαβγ(13.147)

In an obvious notation

[σ123 + σ213 + σ312] = [σ123] (13.148)
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∴ [σ213] = − [σ312] (13.149)

But even outside coincidence

σ123 = σ213 (13.150)

so that
[σ123] = − [σ132] (13.151)

The Ricci identity implies that

σαβγ = σαγβ − σµRµαγβ (13.152)

(our conventions are different than [23]). Then the coincidence limit
of three derivatives vanishes.

[σµνλ] = 0 (13.153)

The fourth derivative reads

σµβγδσ
µα + σµβγσ

µαδ + σµβδσ
µαγ + σµβσ

µαγδ + σµβσ
µαγδ +

+σµγδσµαβ + σµγσ
µαβδ + σµδσ

µαβγ + σµσ
µαβγδ = σαβγδ(13.154)

On the other hand, from the last equation follows

[σα3α1α2α4 ] + [σα4α1α2α3 ] + [σα4α1α2α3 ] = 0 (13.155)

First of all,
σα2α1α3α4 = σα1α2α3α4 (13.156)

Deriving it once we learn that

σα1α2α3α4 = σα1α3α2α4 − σµα4R
µ
α1α3α2 − σµ∇α4R

µ
α1α3α2 (13.157)

This means that

2 [σα3α1α2α4 ] +Rα4α1α3α2 + [σα1α4α2α3 ] = 0 (13.158)

But again the Ricci identity implies that

[σα1α2α3α4 ]− [σα1α2α4α3 ] = −Rα1α2α3α4 −Rα2α1α3α4 = 0 (13.159)

This implies in turn that the coincidence limit

[σµνρσ] = 1
3 (Rµνρσ +Rµρσν) (13.160)

In particular
[∇α∇β�σ] = −1

3 Rαβ (13.161)
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The expression with five dervatives is also needed.

σµβγδεσ
µα + σµβγδσ

µαε + σµβγεσ
µαδ + σµβγσ

µαδε +
+σµβδεσµαγ + σµβδσ

µαγε + σµβεσ
µαγδ + σµβσ

µαγδε +
+σµβεσµαγδ + σµβσ

µαγδε + σµγδεσ
µαβ + σµγδσ

µαβε +
+σµγεσµαβδ + σµγσ

µαβδε + σµδεσ
µαβγ + σµδσ

µαβγε +
+σµεσµαβγδ + σµσ

µαβγδε = σαβγδε (13.162)

At coincidence

[σαβγδε] + [σβαγδε] + [σβαγδε] + [σγαβδε] + [σδαβγε] + [σεαβγδ] = [σαβγδε]
(13.163)

We need Ricci’s help

σγαβδε = σαγβδε = ∇ε∇σ (∇β∇γσα) = σαβγδε +∇ε∇δ
(
Rβγαλσ

λ
)

(13.164)
σαδβγε ≡ ∇ε∇γ (∇β∇δσα) = σαβδγε +∇ε∇γ

(
Rβδαλσ

λ
)

(13.165)

σαβδγε ≡ ∇ε∇γ∇δσαβ = σαβγδε +∇ε
(
Rγδβσσ

σα +Rγδασσ
σβ
)

(13.166)
σαεβγδ ≡ ∇δ∇γ∇β∇εσα = σαβεγδ +∇δ∇γ (Rβεασσσ) (13.167)

σαβεγδ ≡ ∇δ∇γ∇εσαβ = σαβγεδ +∇δ
(
Rγεασσ

σβ +Rγεβσσ
ασ
)

(13.168)
σαβγεδ ≡ ∇δ∇εσαβγ = σαβγδε +Rδεαλσλβγ +Rδεβλσ

αλγ +Rδεγλσ
αβλ

(13.169)
Putting all together,

3σαβγδε +∇ε∇δ
(
Rβγαλσ

λ
)

+∇ε∇γ
(
Rβδαλσ

λ
)

+

+∇ε
(
Rγδβσσ

σα +Rγδασσ
σβ
)

+∇δ∇γ (Rβεασσσ) +∇δ
(
Rγεασσ

σβ +Rγεβσσ
ασ
)

+

+Rδεαλσαβγ +Rδεβλσ
αλγ +Rδεγλσ

αβλ = 0 (13.170)

At coincidence

−3 [σαβγδε] = ∇εRβγαδ +∇δRβγαε +∇εRβδαγ +∇γRβδαε +∇δRβεαγ +∇γRβεαδ =
∇ε (Rβγαδ +Rβδαγ) +∇δ (Rβγαε +Rβεαγ) +∇γ (Rβδαε +Rβεαδ) (13.171)

In particular

[
σααγδε

]
= −1

6 (∇δRγε +∇εRγδ +∇γRεδ) (13.172)
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Six derivatives

σµβγδεσσ
µα + σµβγδεσ

µασ + σµβγδσσ
µαε + σµβγδσ

µαεσ +
+σµβγεσσµαδ + σµβγεσ

µαδσ + σµβγσσ
µαδε + σµβγσ

µαδεσ +
+σµβδεσσµαγ + σµβδεσ

µαγσ + σµβδσσ
µαγε + σµβδσ

µαγεσ +
+σµβεσσµαγδ + σµβεσ

µαγδσ + σµβσσ
µαγδε + σµβσ

µαγδεσ +
+σµγδεσσµαβ + σµγδεσ

µαβσ + σµγδσσ
µαβε + σµγδσ

µαβεσ +
+σµγεσσµαβδ + σµγεσ

µαβδσ + sµγσσ
µαβδε + σµγσ

µαβδεσ +
+σµδεσσµαβγ + σµδεσ

µαβγσ + σµδσσ
µαβγε + σµδσ

µαβγεσ +
+σµεσσµαβγδ + σµεσ

µαβγδσ + σµσσ
µαβγδε + σµσ

µαβγδεσ = σαβγδεσ

At coincidence

[
σµβγδσ

µαεσ + σµβγεσ
µαδσ + σµβγσσ

µαδε + σµβδεσ
µαγσ + σµβδσσ

µαγε +
+σµβεσσµαγδ + σµβσ

µαγδεσ + σµγδεσ
µαβσ +

+σµγδσσµαβε + σµγδσ
µαβεσ + σµγεσσ

µαβδ + σµγσ
µαβδεσ + σµδεσσ

µαβγ +
+σµδσµαβγεσ + σµεσ

µαβγδσ + σµσσ
µαβγδε] = 0 (13.173)

Ricci tells us that

σασβγδε = σαβγδεσ +∇εδγ
(
Rβσαλσ

λ
)

+∇εδ
(
Rγσαλσ

λβ +Rγσβλσ
αλ
)

+

+∇ε
(
Rδσαλσ

αβγ +Rδσβλσ
αλγ +Rδσγλσ

αβλ
)

+

+Rσεαλσαβγδ +Rσεβλσ
αλγδ +Rσεγλσαβλδ +Rσεδλσαβγλ (13.174)

σεαβγδσ = σαβγδεσ +∇σδγ
(
Rβεαλσ

λ
)

+∇σδ
(
Rγεαλσ

λβ +Rγεβλσ
αλ
)

+

+∇σ
(
Rδεαλσ

λβγ +Rδεβλσ
αλγ +Rδεγλσ

αβλ
)

(13.175)

σαδβγεσ = σαβγδεσ +∇εσγ
(
Rβδαλσ

λ
)

+∇σε
(
Rγδαλσ

λβ +Rγδβλσ
αλ
)

(13.176)

σαγβδεσ = σαβγδεσ +∇σεδ
(
Rβγαλσ

λ
)

(13.177)
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Then the equation at coincidence

6
[
σαβγδεσ +∇ε∇δRβσαγ +∇ε∇γRβσαδ +∇δ∇γRβσαε + 1

3Rβσαλ (Rλγδε +Rλδεγ) +

+∇ε∇δRγσαβ +∇ε∇δRγσβα + 1
3Rγσαλ (Rλβδε +Rλδεβ) + 1

3Rγσβλ (Rαλδε +Rαδελ) +

+1
3Rδσαλ (Rλβγε +Rλγεβ) + 1

3Rδσβλ (Rαλγε +Rαγελ) + 1
3Rδσγλ (Rαβλε +Rαλεβ) ∗

+1
3Rσεαλ (Rαβγδ +Rαγδβ) + 1

3Rσεβλ (Rαλγδ +Rαγδλ) +

+1
3Rσεγλ (Rαβλδ +Rαλδβ) + 1

3Rσεδλ (Rαβγλ +Rαγλβ) +

+∇σ∇δRβεαγ +∇σ∇δRβεαδ +∇δ∇γRβεασ + 1
3Rβεαλ (Rλγδσ +Rλδσγ) +

+∇σ∇δRγεαβ +∇σ∇δRγεβα +

+1
3Rγεαλ (Rλβδσ +Rλδσβ) + 1

3Rγεβλ (Rαλδσ +Rαδσλ) + 1
3Rδεαλ (Rλβγσ +Rλγσβ) +

+1
3Rδεβλ (Rαλγσ +Rαγσλ) + 1

3Rδεγλ (Rαβλσ +Rαλσβ) +

+∇ε∇σRβδαγ +∇σ∇γRβδαε +∇ε∇γRβδασ +∇σ∇εRγδαβ +∇σ∇εRγδβα +

+1
3Rβδαλ (Rλγσε +Rλσεγ) + 1

3Rγδαλ (Rλβεσ +Rλεσβ) + 1
3Rγδβλ (Rαλεσ +Rαεσλ) +

+∇σ∇εRβγαδ +∇σ∇δRβγαε +∇ε∇δRβγασ + 1
3Rβγαλ (Rλδεσ +Rλεσδ) +

+1
9 (Rµβγδ +Rµγδβ) (Rµαεσ +Rµεσα) + 1

9 (Rµβγε +Rµγεβ) (Rµαδσ +Rµδσα) +

+1
9 (Rµβγσ +Rµγσβ) (Rµαδε +Rµδεα) + 1

9 (Rµβδε +Rµδεβ) (Rµαγσ +Rµγσα) +

+1
9 (Rµβδσ +Rµδσβ) (Rµαγε +Rµγεα) + 1

9 (Rµβεσ +Rµεσβ) (Rµαγδ +Rµγδα) +

+1
9 (Rµγδε +Rµδεγ) (Rµαβσ +Rµβσα) + 1

9 (Rµγδσ +Rµδσγ) (Rµαβε +Rµβεα) +

+1
9 (Rµγεσ +Rµεσγ) (Rµαβδ +Rµβδα) + 1

9 (Rµδεσ +Rµεσδ) (Rµαβγ +Rµβγα)
]

= 0

Putting α = β,γ = δ,ε = σ
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−6 [���σ] = ∇σ∇γRσγ +∇σ∇γRσγ +�R+ 1
3Rγσαλ (Rλαγσ +Rλγσβ) +

+1
3Rγσαλ (Rαλγσ +Rαγσλ) + 1

3Rγσαλ (Rλαγσ +Rαγσλ)− 1
3RσλR

σλ +

+∇σ∇γRσγ +�R+ 1
3Rγσαλ (Rλαγσ +Rλγσα) + 1

3Rγσαλ (Rαλγσ +Rαγσλ) +
1
3Rγσαλ (Rαλγσ +Rασλγ)−

−1
3RσλR

σλ +�R+∇σ∇γRγσ +∇σ∇γRγσ −

−1
3RλγR

λγ +�R+∇σ∇γRγσ +∇σ∇γRγσ + 1
3RγλR

γλ + 1
9RµαR

µα +

+1
9 (Rµαγσ +Rµγσα) (Rµαγσ +Rµγσα) +

+4
9 (Rµαγσ +Rµγσα) (Rµαγσ +Rµγσα) + 1

9RµαR
µα + 1

9RµαR
µα (13.178)

How many scalars are there of the form Riemann2?. Let us denote

I1 ≡ RµνρσRµνρσ

I2 ≡ RµνρσRµρσν

I3 ≡ RµνρσRµσνρ (13.179)

It is plain that
RµνρσR

µρσν = RµνρσRµσνρ (13.180)

so that
I2 = I3 (13.181)

Bianchi tells us that

Rµνρσ +Rµσνρ +Rµρσν = 0 (13.182)

Then contracting with Rµνρσ

I1 + I2 + I3 = 0 (13.183)

Bianchi squared on the other hand implies

3I1 + 2I3 + 2I2 + 2I3 = 0 (13.184)

This means that only one of the three possible contractions are inde-
pendent

I2 = I3 = −1
2I1 (13.185)

Tis yields
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− 6 [���σ] = 7∇σ∇γRσγ + 4�R+ 7
6RγσαλR

γσαλ (13.186)

We need also other scalar combination of six derivatives of σ to wit[
∇λ�∇λ�σ

]
= [���σ] + 1

3RαβR
αβ (13.187)

because
∇λ�∇λ�σ = �3σ +∇µ (Rµσ∇σ�σ) (13.188)

• Let us now draw some consequences for the coincidence limits of
derivatives of the van Vleck determinant. Taking covariant derivatives
of the fundamental equation

∇µ (∆σµ) = n∆ (13.189)

it results

∇ρ∆∇ασα+ ∆∇ρ∇ασα+∇ρσα∇α∆ +σα∇ρ∇α∆ = n∇ρ∆ (13.190)

At coincidence it follows

∆ρ + [∇ρ�σ] + ∆ρ = n∆ρ (13.191)

which implies
[∆ρ] = 0 (13.192)

One more derivative leads to

∆ρδσ
α
α + ∆σααδ + ∆δσ

α
αρ + ∆σααρδ + σαρδ∆α +

σαρ∆αδ + σαδ ∆αρ + σα∆αρδ = n∆ρδ

At coincidence

n [∆ρσ] + [∇ρ∇σ�σ] + 2 [∆ρδ] = n [∆ρδ] (13.193)

so that

[∆αβ] = −1
6Rαβ (13.194)

Its trace
[�∆] = −1

6R (13.195)

One more derivative leads to

∆ρδλ�σ + ∆ρδ∇λ�σ + ∆ρλ∇δ�σ + ∆ρσααρδλ + σαρδλ∆α + σαρδ∆αλ +
+∆δλσ

ααρ + ∆λσ
ααρδ + ∆σααρδλ +

+σαρλ∆αδ + σαρ∆αδλ + σαδλ∆αρ + σαδ∆αρλ + σαλ∆αρδ + σα∆αρδλ = n∆ρδλ
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At coincidence this yields

[∇λ∇δ∇ρ�σ] + 3 [∆ρδλ] = 0 (13.196)

so that

[∆ρδλ] = − (∇δRρλ + 2∇λRρδ + 2γρRλδ) (13.197)

Yet one more

∆ρδλε�σ + ∆ρδλ∇ε�σ + ∆ρδε∇λ�σ + ∆ρδ∇ε∇λ�σ +
∆ρλε∇δ�σ + ∆ρλ∇ε∇δ�σ + ∆ρεσααρδλ + ∆ρσααρδλε +
+∆δλεσ

ααρ + ∆δλσ
ααρε + ∆λεσ

ααρδ + ∆λσ
ααρδε + ∆εσ

ααρδλ + ∆σααρδλε +
σαρδλε∆α + σαρδλ∆αε + σαρδε∆αλ + σαρδ∆αλε +
+σαρλε∆αδ + σαρλ∆αδε + σαρε∆αδλ + σαρ∆αδλε + σαδλε∆αρ + σαδλ∆αρε +
σαδε∆αρλ + σαδ∆αρλε + σαλε∆αρδ + σαλ∆αρδε + σαε∆αρδλ + σα∆αρδλε = n∆ρδλε

At coincidence

∆ρδ∇ε∇λ�σ + ∆ρλ∇ε∇δ�σ + ∆ρεσααρδλ + ∆ρσααρδλε +
+∆δλσ

ααρε + ∆λεσ
ααρδ + ∆σααρδλε + σαρδλ∆αε + σαρδε∆αλ +

+σαρλε∆αδ + +σαρ∆αδλε + σαδλε∆αρ + σαδ∆αρλε + σαλ∆αρδε +
σαε∆αρδλ = 0 (13.198)

Ricci implies

∆ρεδλ = ∆δρλε +∇λ (Rδερσ∆σ) +Rλεδσ∆ρσ +Rλερσ∆σδ (13.199)

∆ρεδλ = ∆δρλε +∇λ (Rδερδ∆σ) +Rλεδσ∆σρ +Rλερσ∆σδ (13.200)
∆λρδε = ∆δλρε +∇ε (Rδρλσ∆σ) +∇ε (Rρλδσ∆σ) (13.201)

Making ε = ρ and δ = λ

−4 [��∆] = −3
6R

ρλ [∇ρ∇λ�σ]− 2
6R [��σ] + [∇ρ�∇ρ�σ]− 1

6R
αρ [�∇ρ∇ασ]−

−1
6R

αλ [∇ρ∇λ∇ρ∇ασ]− 1
6R

αλ [∇ρ∇λ∇ρ∇ασ]− 1
6R

αρ [∇ρ�∇ασ] =

−1
6RαβR

αβ − 1
9R

2 + 1
3RαβR

αβ − 7
6∇α∇βR

αβ − 2
3�R−

7
36R

2
µνρσ −

− 1
18RαβR

αβ − 1
9RαβR

αβ − 1
18RαβR

αβ (13.202)

We then get

[��∆] = 1
72 RαβR

αβ + 7
144RαβγδR

αβγδ + 1
36R

2 +
1
6�R+ 7

24∇
α∇βRαβ (13.203)
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• Let us now come back towards coincidence limits of the DeWitt-
Schwinger coefficients themselves. From the equation

σµ∇µa0 = 0 (13.204)

by deriving once
σµ ν∇µa0 + σµ∇ν∇µa0 = 0 (13.205)

Then
[∇µa0] = 0 (13.206)

Deriving again

σµ νλ∇µa0+σµ ν∇λ∇µa0+σµ λ∇ν∇µa0+σµ∇λ∇ν∇µa0 = 0 (13.207)

Then
[(∇µ∇ν +∇ν∇µ) a0] = 0 (13.208)

as well as
[�a0] = 0 (13.209)

This implies that
[a1] = 1

6 R (13.210)

In general the fields will have got indices. Then

[∇µ,∇ν ]φA = Rµν A Bφ
B (13.211)

Then
[(∇µ∇ν −∇ν∇µ) a0] = Rµν (13.212)

and
[∇µ∇νa0] = 1

2Rµν (13.213)

Deriving once more

σµνλδa0
µ+σµνλa0

µδ+σµνδa0
µλ+σµνa0

µλδ+σµλδa0
µν+σµλa0

µνδ+σµδa0
µνλ+σµa0

µνλδ = 0
(13.214)

It is got to be derived again

σµνλδεa0
µ + σµνλδa0

µε + σµνλεa0
µδ + σµνλa0

µδε + σµνδεa0
µλ + σµνδa0

µλε +
σµνεa0

µλδ + σµνa0
µλδε + σµλδεa0

µν + σµλδa0
µνε + σµλεa0

µνδ + σµλa0
µνδε +

+σµδεa0
µνλ + σµδa0

µνλε + σµεa0
µνλδ + σµa0

µνλδε = 0 (13.215)

Taking traces and using the Ricci identity we learn that

[��a0] = 0 (13.216)
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Our former equation [13.140] tells us that

[a1] = 1
6R (13.217)

as well as
[∇µa1] = 1

24 ∇µR (13.218)

The long equation [13.141] at coincidence limit reads

3 [∇λ∇νa1] = − 1
18RµλR

µ
ν −

1
18RνλR+ 3

2 [∇λ∇ν�∆] (13.219)

Which implies

[�a1] = 1
54R

2
µν −

1
54R

2 − 1
2 [��∆] = 1

54R
2
µν −

1
54R

2 − 1
144RαβR

αβ −

− 1
72R

2 − 7
288RαβγδR

αβγδ − 1
12�R−

7
48∇

α∇βRαβ (13.220)

Finally

[a2] = 1
2R [a1] + [�a1] = 1

12R
2 − 1

144RαβR
αβ − 1

72R
2 −

7
288RαβγδR

αβγδ − 1
12�R−

7
48∇

α∇βRαβ (13.221)
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13.8 Recursion relations for the coefficients of the
short time expansion of the heat kernel.

Let us here consider a system of recursion relations obtained by Gilkey [12] in
a remarkable paper. They greatly simpify the computation of the deWitt-
Schwinger coefficients. We are refering to an operator on a riemannian
manifold, M ,

D ≡ − (gµν∂µ∂ν + Pµ∂µ +Q) (13.222)
Pµ and Q are square matrices acting on a vector bundle over M , V , where
the fibers are isomorphic to Rk. When the fibers are isomorphic to a Lie
group, we talk of a primcipal bundle. What mathematicians call a section of
a pbundle is what we call a matter field, and when they talk of a connection
on a principal bundle, we talk of a gauge field.

What this means in practice is that the matrices Pµ and Q are defined
in the vector space defined by the finite dimensional representations of the
matter fields (including the graviton itself). To be specific, Gilkey’s theory
includes operators of the form

D̂ ≡ −
(
KA

Bg
µν∂µ∂ν +

(
P̂µ
)A

B∂µ + Q̂A B

)
= KA

C DC
B (13.223)

where

PA B =
(
K−1

)A
C P̂C B

QA B =
(
K−1

)A
C Q̂C B (13.224)

Gilkey defines the heat kernel K (τ, x, y;D) precisely as the kernel of

e−τD (13.225)

The heat kernel is considered as an operator acting on the fibers

Vy → Vx (13.226)

Then
e−τDK = 0 (13.227)

It is plain that the HK also obeys the heat equation(
∂

∂τ
+D

)
K = 0 (13.228)

Defined in that way, the heat kernel vanishes to infinite order for x 6= y.
When x = y it has an asymptotic expansion when τ → 0+ of the form

K (τ, x, y;D) ∼ (4πτ)−n/2
∞∑
p=0

τnEn (x,D) (13.229)
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In the self-adjoint case, and if (λi, φi(x)) is a spectral resolution of D,
the heat kernel is given by

K (τ, x, y;D) =
∑
i

e−τλiφi(x)⊗ φ∗i (y) (13.230)

This means that

Tr e−τD =
∑
i

e−τλi =
∫
M

Tr K (τ, x, x;D) d(vol) ∼

∼ (4πτ)−n/2
∞∑
p=0

τp
∫
M
Ep (x,D) d(vol) ≡ (4πτ)−n/2

∞∑
p=0

ap (D) τp

Where we still denote

ap (x,D) ≡ Tr Ep (x,D) (13.231)

and
ap (D) ≡

∫
M
ap (x,D) d(vol) (13.232)

which is a spectral invariant of the operator D.
There is a useful scaling relation which stems from the very definition,

since e−τλ2D = e−λ
2τD

K
(
τ, x, y;λ2D

)
d(V ol)λ−2G = K

(
λ2τ, x, y;D

)
d(V ol)G (13.233)

Where G is the metric induced by the leading symbol of G (that is gµνξµξν).
Now

d(V ol)λ−2G = λ−n d(V ol)G = (13.234)

It follows that

(4πτ)−n/2
∑
p=0

τpEp
(
x, λ2D

)
∼ (4πλ2τ)−n/2

∑
p=0

(
λ2τ

)p
Ep (x,D) (13.235)

so that
Ep
(
x, λ2D

)
= λ2p Ep (x,D) (13.236)

as well as the integrated version of it

ap
(
λ2D

)
= λn+2p ap (D) (13.237)

We have now, besides the Levi-Civita connection in T ∗(M) another con-
nection A ≡ dxµ⊗Aµ in V. The reduced laplacian is defined as the operator

DA ≡ − (∇µ +Aµ) (∇µ +Aµ) = −
(
gµν∂µ∂ν +

(
2Aµ − gαβΓµαβ

)
∂µ +

+∂µAµ +AµA
µ −AλΓλαβgαβ

)
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We define the matrix (endomorphism)

E ≡ DA −D (13.238)

The gauge field is univocally defined as

Aµ = 1
2
(
Pµ + gαβΓµαβ

)
(13.239)

and the matrix E is given by

E = Q− ∂µAµ −AµAµ +AλΓλαβgαβ (13.240)

It is not difficult to show that

E0 = 1 (13.241)

Dimensional analysis tells us that the general expression for E : 1 is given
by

E1 = 1
6 (a1E + b1R) (13.242)

and the most general possible expression for E2 reads

E2(x,D) = 1
360

{
d1�R+ c1R

2 + c2R
2
µν + c3R

2
µνρσ + c4ER+ d2�E +

+c5E2 + c6F
2
µν

}
(13.243)

Lets work out all coefficients by a clever use of consistency requirements.

• It is also the case that when the manifold is a direct product

Mn = Mn1 ×Mn2 (13.244)

and the operator D is

D = D1 ⊗ 1 + 1⊗D2 (13.245)

then

Em,n(x1, x2) =
∑

m1+m2=m
Em1,n1(x1, D1)⊗ Em2,n2(x2, D2) (13.246)

• Another useful relation easily proved just by expanding both members,

Em(x,D − εI) =
∑

εkEn−k(x,D) (13.247)

• This shows, in particular, that

c5 = 180 (13.248)
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• In order to proceed, let us define a first order Dirac-like operator acting
in a n-dimensional conformally flat space with metric

ds2 = e−h(x)δµν dx
µdxν (13.249)

It is easy to check that

gαβΓλαβ = n− 2
2 eh ∂λh (13.250)

With my conventions,

Rβγ = n− 2
2

(
∂β∂γσ + 1

2∂γσ∂βσ
)

+
(1

2
∑

∂2
λσ −

n− 2
4

∑
(∂µσ)2

)
δβγ

(13.251)

R = eσ
(

(n− 1)
∑
λ

∂2
λσ −

(n− 2)(n− 1)
4

∑
λ

(∂λσ)2
)

(13.252)

The operator in question is

A ≡ e
nh
4
∑
µ

γµ∂µ e
(2−n)h

4 (13.253)

Its adjoit is easily obtained from

〈f,Ag〉 ≡
∫
dnx e−nh f∗ e

nh
4
∑
µ

γµ∂µ e
(2−n)h

4 g = −
∫
dnx e−n

h
2 g e

n+2
4 h∂µf

∗γµe
−nh4 =

= −
[∫

dnx e−n
h
2 g∗ e

n+2
4 h

∑
µ

∂µfγ
∗
µe
−nh4

]∗
= −

[∫
dnx e−n

h
2 g∗ e

n+2
4 h

∑
µ

γ+
µ ∂µfe

−nh4

]∗
=

= 〈g,A+f〉∗ (13.254)

with
A+ = e

n+2
2 h

∑
µ

γµ∂µe
−nh4 (13.255)

where we have assumed that

{γµ, γν} = −2δµν (13.256)

as well as
γ+
µ = −γµ (13.257)

A basis of the Clifford algebra is given by the 2n matrices

γΛ ≡
{
γµ1...µj

∣∣∣
µ1<...<µj

}
(13.258)

There are 2n of them because(
n

0

)
+
(
n

1

)
+ . . .+

(
n

n

)
= (1 + 1)n (13.259)
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We shall assume that the set γΛ forms an orthonormal basis.
We now define two self-adjoint modifications of the Laplace operator

D1 ≡ A+A = −eh
{
�− n− 2

2
∑

hµ∂µ +
(
n− 2

2

)2
− n− 2

4 �h

}
(13.260)

where
hµ ≡ ∂µh. (13.261)

From the definition itself it follows that

Aµ = Fµν = 0

E = eh
((

n− 2
4

)2∑
h2
µ −

n− 2
4 �h

)
(13.262)

The second operator reads

D2 ≡ AA+ = −eh
{
�− n− 2

2
∑

hµ∂µ −
∑

γµνhµ∂ν + n2 − 4n
16

∑
h2
µ −

n

4�h
}

(13.263)
where

γµν ≡
1
2 [γµ, γν ] (13.264)

It follows

Aµ = −1
2
∑
λ

γλµhλ

Fµν = −γλ[µ∂ν]hλ + 1
2

(
γνµ

∑
h2
λ +

∑
σ

(γµσhν − γνσhµ)
)

E = eh
(
n2 − 4

16
∑

h2
λ −

n

4�h
)

(13.265)

where we have used

γλνγσµ = −δλσδνµ + δλµδνσ − δνσγλµ + δνµγλσ + δλσγνµ − δλµγνσ
(13.266)

The operators are such that

AD1 = D2A (13.267)

This means that if we diagonalize D1 (which is isomorphic to 2n copies
of the associated scalar operator)

D1γΛφi = λiγΛφi (13.268)
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then
AD1γΛφi = λi (AγΛφi) = D2 (AγΛφi) (13.269)

so that Aφi is a set of eingenvectors for D2 with eigenvalues λi. In
order that they are normalized in agreement with the initial basis φi
we have to dinite by 1√

λi
because

〈Aφ|Aφ〉 = 〈A+Aφ|φ〉 = λ〈φ|φ〉 (13.270)

Then

d

dt
(tr K (t, x, x,D1)− tr K (t, x, x,D2)) =

∑
i,Λ

e−tλi (−λi〈γΛφi, γΛφi〉+

+λi
〈
AγΛφi√

λi
,
AγΛφi√

λi

〉)
=
∑
i,Λ

e−tλi (−〈D1γΛφi, γΛφi〉+ 〈AγΛφi, AγΛφi〉) =

= eh
∑
i

(
φi�φi −

n− 2
4 �hφ2

i +
∑
µ

φiµφ
i
µ − (n− 2)φihµφiµ+

+(n− 2)2

8 h2
µφ

2
i −

n− 2
4 �hφ2

i

)
= 1

2e
nh
2
∑
µ

∂µ∂µe
−n−2

2 h
∑
i

φ2
i (13.271)

It follows that

(2p− n) {tr En (x,D1)− trEn (x,D2)} =
∑
µ

e
n
2 h∂µ∂µe

−n−2
2 h tr Ep−1 (x,D1)

(13.272)

• We need also the following fact. We can write

Ep(x,D) = ap�
p−1E + bp�

p−1 R+ . . .+ less derivatives (13.273)

with
ap = (n− 1)!

(2p− 1)! . (13.274)

It is not difficult to prove that theorem in the one-dimensional case,
M ≡ S1, where

Ep(x,D) = ap
d2p−2

dx2p−2E + less derivatives (13.275)

and then use the fact that the coefficients of the short time expansion
are dimension-independent.
In order to do that, we can again define

A ≡ ∂

∂x
+ f(x) (13.276)
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whose adjoint reads
A+ = − ∂

∂x
+ f(x) (13.277)

and define the two self-adjoint operators

D1 ≡ A+A = −
(
∂2

∂x2 + f ′ − f2
)

(13.278)

D2 ≡ AA+ = −
(
∂2

∂x2 − f
′ − f2

)
(13.279)

Then explicit calculation shows that

Ep(x,D1)− Ep(x,D2) = 1
2p− 1

∂

∂x

(
∂

∂x
+ 2f(x)

)
Ep−1(x,D1)

(13.280)
Then it is a fact that

Ep(x,D1)− Ep(x,D2) = 2apf (2p−1) + . . . = 1
2p− 1

∂

∂x

(
∂

∂x
+ 2f(x)

)
En−1(x,D1) =

= ap−1
1

2p− 1f
(2p−1) + . . . (13.281)

This yields the recurrence

ap = ap−1
4p− 2 (13.282)

We known that
a1 = 1 (13.283)

Then it follows that
ap = (p− 1)!

(2p− 1)! (13.284)

• Let us now come back to the general dimensional setting. Applying
the general theorem in the case where

2p+ 2 = n (13.285)

we learn that

e
nh
2
∑

∂2
µ e

(2−n)h
2 tr Ep(x,D1) = 0 (13.286)

This means that
tr E − p(x,D1) = 0 (13.287)

Computing it yields
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tr E − p(x,D1) = ap �
n−1 E + bp �

n−1 R+ less (13.288)

Now
E(D1) = 2− n

4 eh
∑

∂µ∂µh+ less (13.289)

and
R = (n− 1)eh

∑
∂µ∂µh+ less (13.290)

(Gilkey’s conventions have a minus sign here). Then

2− 2p− 2
4 ap + (1− 2p− 2) bp = 0 (13.291)

which means that

bp = − 2p
4(2p+ 1)ap = − p

2(2p− 1)
(p− 1)!
(2p− 1)! (13.292)

• In particular, a1 = 1 and b1 = −1
6 , so that ,

E1 = a1E + b1R = E − 1
6 R (13.293)

• Let us now apply the former theorem that asserts

Ep(E + ε) =
∑ εk

k!Ep−k(E) (13.294)

to the case p = 2 and k = 1. Then the only term linear in ε is c4.

1
360ε (c4R+ 2c5E) = ε

(
E − 1

6 R

)
(13.295)

Then
c4 = −60 (13.296)

(It was already known that c5 = 180).

• Now let us consider a product manifold, M ≡ M1 ×M2. The scalar
curvature is additive,

R(x1, x2) = R(x1) +R(x2) (13.297)

The operator we wish to consider is

D ≡ D1 ⊗ 1⊕ 1⊗D2 (13.298)

Then, using the results obtained up to now,

E2(x1, x2;D) = E2(x1, D1) + E2(x2, D2) + 2c1
360R(x1)R(x2) + other

(13.299)
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Our general formula for product manifolds on the other hand, tells us
that

E2(x1, x2;D) = E2(x1, D1)+E2(x2, D2)+E1(x1, D1)E1(x2, D2)+other
(13.300)

We learn that
c1

180 = 1
36 (13.301)

That is,
c1 = 5 (13.302)

• Let us apply the ur-theorem to the two-dimensional case, n = 2. Then

E(D1) = 0
Fµν(D1) = 0 (13.303)

E(D2) = −1
2e

h�h

F12(D2) = −1
2γ12�h (13.304)

Taking into account the dimension of the γ matrices (4)

tr E1(x,D1) = 4
6e

h �h (13.305)

so that the rhs becomes

rhs = 4
6 e2h (∂1h)2 + more (13.306)

As for the lhs,

lhs = −tr 1
360

(
−60R E + 60�E + 180E2 + c6F

2
µν

)
(x,D2) =

= 4
360e

2h
(

30 + 30− 45 + 1
2c6

)
(∂2

1h)2 + more (13.307)

The theorem then implies that

8
360

(
15 + 1

2c6

)
= 4

6 (13.308)

We obtain

c6 = 30 (13.309)



276 13. GRAVITATION AND QUANTUM FIELD THEORY: POOR MAN’S APPROACH.

• Finally, apply the ur-theorem to the six-dimensional case, n = 6 with
p = 3, so that again

2p− n = 0 (13.310)

and
tr E2(x,D1) = 0 (13.311)

Taking into account that

E(D1) = eh
(
−�h+

∑
h2
µ

)
(13.312)

and still
Fµν(D1) = 0 (13.313)

we learn that
− 12�R+ 60�E = 0 (13.314)

as well as (always for the operator D1)

6R2 − 60RE + 180E2 = 5E2 (13.315)

5E2 = e2h
(
5h2

11 + 0h12
)

+ more

c2R
2
µν = e2h

(15
2 c2h

2
11 + 8c2h

2
12

)
+ more

c3R
2
µνρσ = e2h

(
5c3h

2
11 + 8c3h

2
12

)
+ more (13.316)

Then

c2 + c3 = 0
10 + 15c2 + 10c3 = 0 (13.317)

so that

c2 = −2
c3 = 2 (13.318)
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13.9 The one-loop effective action of quantum grav-
ity.

Let us consider the Einstein-Hilbert lagrangian with a scalar field minimally
coupled to the gravitational field

Sg = − 1
2κ2

∫
dnx
√
g [R+ λ] +

∫
dnx
√
g

1
2 gµν∂µφ∂νφ. (13.319)

This computation was first performed by ’t Hooft and Veltman [?] in an
epoch-making paper using the background-field method, but without em-
ploying heat-kernel techniques.

The computation will be performed here using deWitt’s backgrund field
technique as well as heat-kernel methods. Both the metric and the scalar
field in the action (13.319) are expanded in a background field and a per-
turbation

gµν = ḡµν + κhµν

gµν = ḡµν − κhµν + κ2 hµαh
αν +O(κ3)

φ = φ̄+ κφ. (13.320)

Where indices are raised with the background metric and geometric quan-
tities (curvature tensors, covariant derivatives...) calculated with respect to
this metric wear a bar. To take into account one-loop effects it is enough to
expand the action up to quadratic order in the perturbations. After expand-
ing, the term linear in the coupling cancels due to the background equations
of motion, namely

∇̄2φ̄ = 0

R̄µν −
1
2R̄ḡµν − λḡµν −

1
2∇̄µφ̄∇̄ν φ̄+ 1

4 ḡµν ḡ
αβ∇̄αφ̄∇̄βφ̄ = 0(13.321)

Using the known expansion for the scalar curvature the quadratic order
operator is

Sg = 1
2

∫
dnx

√
ḡ

[
hαβ

(1
4 ḡαβ ḡµν∇̄

2 − 1
4 ḡαµḡβν∇̄

2 + 1
2 ḡαµ∇̄β∇̄ν −

1
2 ḡµν∇̄α∇̄β

+1
2 ḡαβR̄µν −

1
2 ḡαµR̄βν −

1
2R̄αµβν + 1

2 ḡαµ∂βφ̄∂ν φ̄−
1
4 ḡαβ∂µφ̄∂ν φ̄

−1
8

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
(ḡαβ ḡµν − 2ḡαµḡβν)

)
hµν +

hαβ
(1

2 ḡαβ ḡ
ρσ∂ρφ̄∂σ − ∂αφ̄∂β

)
φ− 1

2φ∇̄
2φ

]
(13.322)

At this stage the operator is very cumbersome, but we still have the freedom
to fix the gauge in a way that simplifies the computation. The gauge fixing
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term will be
Sgf = 1

2

∫
dnx

√
ḡ

1
2ξ ḡ

µνχµχν (13.323)

where the function characterizing the harmonic or de Donder gauge is

χν = ∇̄µhµν −
1
2∇̄νh− φ∂ν φ̄ (13.324)

After expanding can be expressed in the form

Sgf = 1
2

∫
dnx

√
ḡ

1
2ξ

[
hαβ

(
ḡµν∇̄α∇̄β − ḡαµ∇̄β∇̄ν −

1
4 ḡαβ ḡµν∇̄

2
)
hµν

+2hαβ
(
∂αφ̄∂β + ∇̄α∇̄βφ̄−

1
2 ḡαβ ḡ

ρσ∂ρφ̄∂σ −
1
2 ḡαβ ḡ

ρσ∇̄ρ∇̄σφ̄
)
φ+

+φ
(
ḡαβ∂αφ̄∂βφ̄

)
φ
]

(13.325)

Let us define the following tensor with the desired symmetry properties, i.e.,
symmetric in (µν), (αβ) and under the interchange (µν)↔ (αβ)

Cαβµν = 1
4 (ḡαµḡβν + ḡαν ḡβµ − ḡαβ ḡµν)

Cαβµν = ḡαµḡβν + ḡαν ḡβµ − 2
n− 2 ḡ

αβ ḡµν

δαβµν = δ(α
µ δ

β)
ν (13.326)

the full action can then be written as a quadratic form in the quantum fields,
hµν and φ.

Sg + Sgf = 1
2

∫
dnx

√
ḡ

1
2
[
hαβMαβµνh

µν + hαβDαβφ+ φEµνh
µν + φFφ

]
(13.327)

where the operators are

Mαβµν = Cαβρσ

(
−δρσµν∇̄2 + 1− ξ

ξ
ḡµν∇̄(ρ∇̄σ) + 2(ξ − 1)

ξ
δ

(ρ
(µ∇̄

σ)∇̄ν) + P ρσµν

)
P ρσµν = −2R̄(ρ

µ
σ)
ν − 2δ(ρ

(µR̄
σ)
ν) +

(
R̄+ 2λ− 1

2 ḡ
αβ∂αφ̄∂βφ̄

)
δρσµν + ḡρσR̄µν

+ 2
(n− 2) ḡµνR̄

ρσ − 1
(n− 2) ḡµν ḡ

ρσR̄+ 2δ(ρ
µ ∂ν)φ̄∂

σ)φ̄− 1
2 ḡµν∂

ρφ̄∂σφ̄−

− 1
n− 2 ḡ

ρσ∂µφ̄∂ν φ̄+ 1
2(n− 2) ḡµν ḡ

ρσ∂λφ̄∂
λφ̄

Dαβ = 2(1− ξ)
ξ

Cαβρσ ∇̄ρφ̄∇̄σ + ξ + 1
ξ

Cαβρσ∇̄ρ∇̄σφ̄

Eµν ≡
2(ξ − 1)

ξ
Cµνρσ∇̄ρφ̄∇̄σ + ξ + 1

ξ
Cµνρσ∇̄ρ∇̄σφ̄

F ≡ −∇̄2 + 1
ξ
ḡρσ∂ρφ̄∂σφ̄

(13.328)
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In terms of the combined field

ψA ≡
(
hµν

φ

)
(13.329)

and in the Feynman gauge, corresponding to ξ = 1, the operator

S = 1
2

∫
dnx

√
ḡ

1
2 ψ

A∆ABψ
B (13.330)

is minimal, in the sense that it takes a Laplacian form

∆AB = −gAB∇̄2 + YAB (13.331)

with the metric

gAB =
(
Cαβµν 0

0 1

)
(13.332)

the inverse metric

gAB =
(
Cαβµν 0

0 1

)
(13.333)

and the term without derivatives

YAB =
(

CαβρσP
ρσ
µν 2Cαβρσ∇̄ρ∇̄σφ̄

2Cµνρσ∇̄ρ∇̄σφ̄ ḡρσ∇̄ρφ̄∇̄σφ̄

)
(13.334)

The short time expansion coefficients can be found in the literature for
such quadratic minimal operators [1], to wit

a2 = 1
(4π)

n
2

1
360

∫
dnx

√
ḡ tr

(
180Y 2 − 60R̄Y + 5R̄2−

−2R̄µνR̄µν + 2R̄µνρσR̄µνρσ + 30WµνW
µν
)

(13.335)

where the field strength is defined through

[∇̄µ, ∇̄ν ]ψA = WA
Bµνψ

B (13.336)

Therefore, in order to find the explicit value counterterm we will need a
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few traces

tr I = δαβαβ + 1 = n(n+ 1) + 2
2

tr Y = gABYAB = δµναβP
αβ
µν + ḡρσ∂ρφ̄∂σφ̄

= n(n+ 1)
2

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
− nR̄+ (n− 2)ḡρσ∂ρφ̄∂σφ̄

tr Y 2 = YAB g
BC YCD g

DA = Pαβµν P
µν
αβ + 2DαβEµνC

µναβ +
(
ḡρσ∂ρφ̄∂σφ̄

)2

= 3R̄µνρσR̄µνρσ + n2 − 8n+ 4
n− 2 R̄µνR̄

µν + n+ 2
n− 2R̄

2 − 2nR̄
(
R̄+ 2λ

−1
2 ḡ

ρσ∂ρφ̄∂σφ̄

)
+ n (n+ 1)

2

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)2
+ 2∇̄2φ̄∇̄2φ̄

+n2 − 5
n− 2

(
ḡρσ∂ρφ̄∂σφ̄

)2
+ n(4− n)(3n− 8)− 4(n− 2)2

(n− 2)2 R̄µν∂µφ̄∇̄ν φ̄−

−n
2 + 4n− 16
(n− 2)2 R̄ḡρσ∂ρφ̄∂σφ̄+ 2(n− 1)

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
ḡγδ∂γφ̄∂δφ̄−

−n
2 + 4n− 16
(n− 2)2 R̄ḡρσ∂ρφ̄∂σφ̄

tr WµνW
µν = −(n+ 2)R̄µνρσR̄µνρσ (13.337)

Using the known expression (13.335) of the second heat kernel coefficient

a2 = 1
(4π)

n
2

1
360

∫
dnx

√
ḡ

{
(542 + n(n+ 1)− 30(n+ 2)) R̄µνρσR̄µνρσ

+
[
180n

2 − 8n+ 4
n− 2 − n(n+ 1)− 2

]
R̄µνR̄

µν +
[
180n+ 2

n− 2 + 60n+ 5n(n+ 1) + 10
2

]
R̄2

−30n(n+ 13)R̄
(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
+ 90n(n+ 1)

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)2
+

+180n(4− n)(3n− 8)− 4(n− 2)2

(n− 2)2 R̄µν∂µφ̄∂ν φ̄− 60
[

3(n2 + 4n− 16
(n− 2)2 + n− 2

]
R̄ḡρσ∂ρφ̄∂σφ̄+

360(n+ 1)
(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
ḡγδ∂γφ̄∂δφ̄+ 180n

2 + n− 7
n− 2

(
ḡρσ∂ρφ̄∂σφ̄

)2
+

360∇̄2φ̄∇̄2φ̄

}
(13.338)

This yields, for example in n = 4 dimensions

log det ∆ = 1
(4π)2

(
Λ2 +A1Λ +A2log

Λ
µ

)
(13.339)

The contribution coming from ghost loops is also needed. The gauge
fixing term mantains background invariance, under which the background
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ḡµν transforms as a metric and the fluctuation hµν as a tensor. On the other
hand it has to break the quantum symmetry

δḡµν = 0

δhµν = 2
κ
∇̄(µξν) + Lξhµν

δφ̄ = 0

δφ = 1
κ
ξµ∇̄µ

(
φ̄+ κφ

)
(13.340)

The ghost Lagrangian is obtained performing a variation on the gauge fixing
term

δχν = 1
κ

(
∇̄2ḡµν + R̄µν − ∇̄µφ̄∇̄ν φ̄

)
ξµ (13.341)

plus terms that give operators cubic in fluctuations and therefore are irrel-
evant at one loop (please remember that the ghosts being quantum fields
they do not appear as external states). The ghost Lagrangian then reads

Sgh = 1
2

∫
dnx

√
ḡ

1
2 V

∗
µ

(
−∇̄2ḡµν − R̄µν + ∇̄µφ̄∇̄ν φ̄

)
Vν (13.342)

The relevant ghostly traces are

tr I = n

tr Y = −R̄+ ḡρσ∂ρφ̄∂σφ̄

tr Y 2 = R̄µνR̄
µν − 2ḡµν∂µφ̄∂ν φ̄+

(
ḡρσ∂ρφ̄∂σφ̄

)2

tr WµνW
µν = −R̄µνρσR̄µνρσ (13.343)

and the ghostly heat kernel coefficient

agha = 1
(4π)

n
2

1
360

∫
dnx

√
ḡ
{

[2n− 30] R̄µνρσR̄µνρσ + [180− 2n] R̄µνR̄µν

+ [60 + 5n] R̄2 − 360R̄µν∂µφ̄∂ν φ̄− 60R̄ḡρσ∂ρφ̄∂σφ̄+ 180
(
ḡρσ∂ρφ̄∂σφ̄

)2
}

(13.344)

Adding the two pieces together and particularizing to the physical dimension
n = 4 o the one-loop counterterm is obtained (please note the factor and
the sign of the ghost contribution)

∆S = 1
ε

(
a4 − 2agh4

)
= 1
ε

1
(4π)2

∫
d4x

√
ḡ

{71
60R̄µνρσR̄

µνρσ − 241
60 R̄µνR̄

µν + 15
8 R̄

2

−17
3 R̄

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
+ 5

(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)2
−

−8
3R̄ḡ

ρσ∂ρφ̄∂σφ̄+ 5
(
R̄+ 2λ− 1

2 ḡ
ρσ∂ρφ̄∂σφ̄

)
ḡγδ∂γφ̄∂δφ̄+

+9
4
(
ḡρσ∂ρφ̄∂σφ̄

)2
+ ∇̄2φ̄∇̄2φ̄

}
(13.345)
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There is in the literature a completely equivalent computation by Barvinsky
and collaborators expressed in a different gauge, but using the background
equations of motion one can go from one to the other. This a consequence
of the old theorem asserting that the pieces in the counterterm that do not
vanish on-shell are gauge invariant (Kallosh).

Let us prove that the piece of L∞ that vanishes on shell is irrelevant.
What this means is that the path integral is invariant under field redefini-
tions

φ′i = fi(φj) (13.346)

Now it must be the case that

L∞ =
∑ δS

δφi
Fi(φ) (13.347)

for some functions Fi(φ) depending on all the fields. This is the same as a
field redefinition

φi → φi + Fi(φ) (13.348)

In case that the cosmological constant vanishes the final result is

∆S = 1
ε

1
(4π)2

1
360

∫
d4x

√
ḡ

{
426R̄µνρσR̄µνρσ − 1446R̄µνR̄µν + 435R̄2 +

+60R̄ḡρσ∂ρφ̄∂σφ̄+ 360
(
ḡρσ∂ρφ̄∂σφ̄

)2
+ 360∇̄2φ̄∇̄2φ̄ =

}
= 1
ε

1
(4π)2

∫
dnx

√
ḡ

{43
60R̄µνR̄

µν + 1
40R̄

2 + 1
6R̄ḡ

ρσ∂ρφ̄∂σφ̄+
(
ḡρσ∂ρφ̄∂σφ̄

)2
+

+∇̄2φ̄∇̄2φ̄

}
(13.349)

which coincides with the result of ’t Hooft and Veltman except for the last
term. That term is however irrelevant in this case since it vanishes due to
the background equations of motion. Using them the counterterm can be
written in the form

∆S = 1
ε

1
(4π)2

∫
d4x

√
ḡ

203
40 R̄2 (13.350)
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15

Exercises.

15.1

Consider the totally antisymmetric Levi-Civita tensor in R3.
• Compute ∑

ijk

εijkεijk (15.1)

∑
ij

εijkεijl (15.2)

∑
i

εijkεilm (15.3)

• Define, given a vector v ∈ T (R3),

(rot v)i ≡
∑
jk

εijk∂ivk (15.4)

div v ≡
∑

∂ivi (15.5)
Compute

div rot v (15.6)

• Define , for v, w ∈ T (R3)

(v × w)i ≡
∑
jk

εijk vjwk (15.7)

Compute the scalar product

(v1 × v2) . (v3 × v4) (15.8)

• Compute
(v1 × v2)× (v3 × v4) (15.9)

Compare with
v1 × (v2 × (v3 × v4)) (15.10)

285
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15.2

Consider the totally antisymmetric Levi-Civita tensor in the Minkowski
space M4. We choose

ε0123 ≡ +1 (15.11)

(εµνρσ is defined through Minkowski metric, ηµν)

• Compute
eµνρσ (15.12)

εµ νρσ (15.13)

• Compute
εµνρσεµνρσ (15.14)

εµνρσεµνλδ (15.15)

εµνρσεµτλδ (15.16)

εµνρσεπτλδ (15.17)

• Define the Kronecker tensor

ελ1...λn
µ1...µn ≡ p!δ

[λ1
[µ1
. . . δ

λn]
µn] (15.18)

Compute
ελ1...λq
µ1...µqε

µ1...µqσ1...σp
ν1...νp+1...νp+q (15.19)

ελ1...λqρ1...ρp
µ1...µqρ1...ρp (15.20)
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15.3

• Demostrar que el espacio bidimensional

ds2 = dv2 − v2du2 (15.21)

es realmente el espacio de Minkowski bidimensional, M2 escrito en
otras coordenadas (Milne) Demostrar que para una partícula libre pu
es constante, pero pv no lo es.

• La métrica en la superficie terrestre viene dada por

ds2 = a2
(
dl2 + cos2l dL2

)
(15.22)

siendo L la latitud y l la longitud. La metrica de un mapa plano es,
naturalmente,

ds2 = dx2 + dy2 (15.23)

Expresar la métrica de la superficie de la Tierra en las coordenadas
(x, y) para la proyección ciulíndrica.

• Definamos la proyección de Mercator como aquella que hace corre-
spoonder una línea recta en el mapa a una línea de demora constante.
Demostrar que está definida por

x = φ

y = log cot θ2 (15.24)

siendo (θ, φ) coordenadas polares. Escribir la métrica de la superficie
terrestre en las coordenadas (x, y). Demostrar que los círculos máxi-
mos están dados por la fórmula

sh y = α sin (x+ β) (15.25)
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15.4

• Consider the following lagrangian

L = 1
2(∂µAν)(∂νAµ)− 1

2(∂µAµ)2 (15.26)

• Is it Lorentz invariant?

• Is it gauge invariant?

• Compute the equations of motion.

• How are the results you have got mutually compatible?
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15.5

Show that if h(0)
µν is an arbitrary configuration, there exists a Fierz-Pauli

gauge parameter
ξµ[h(0)] (15.27)

such that the gauge transformed field

h(0)
µν + ∂µξν + ∂νξµ (15.28)

obeys the harmonic (de Donder) gauge

∂µh
µν = 1

2∂
νh (15.29)
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15.6

Consider the interaction energy between two symmetric, conserved sources,

W ≡ Tµν(1)T
(2)
µν − ξT(1)T(2) (15.30)

where ξ is an arbitrary parameter. Use conservation of the source in mo-
mentum space, in the Lorentz frame where

kµ = (E, 0, 0, k) (15.31)

(E ≡
√
k2 +m2) to eliminate T0i and T00 in terms of Tij . Take now the

massless limit of the expression above. Check that for ξ = 1
2 (and only for

this value), the energy can be written as

W = 1
2
(
T 11

(1) − T
22
(1)

) (
T 11

(2) − T
22
(2)

)
+ 2T 12

(1)T
12
(2) (15.32)

which would mean that the corresponding particle carries helicity±2 only.(Zee)
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15.7

Consider the flat metric in R3 in polar coordinates

ds2 = dr2 + r2
(
dθ2 + sin2 θ dφ2

)
(15.33)

Write a natural dreibein in terms of differential forms and the corresponding
dual basis of vectors in the tangent space. Compute the Hodge dual of this
basis.

15.8

Do the same things for the Minkowski metric

ds2 = dt2 − dr2 − r2
(
dθ2 + sin2 θ dφ2

)
(15.34)

Beware of the signs!
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15.9

• Consider the 1-form
A ≡ q

r
dt (15.35)

Compute
d ∗ F (15.36)

• Consider a different field strength such that now

G = q

2 sin θdθ ∧ dφ = q

2r3 (xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy) (15.37)

What sort of field does it represent? Show that the gauge potential
reads

A+ ≡
1
2r

1
z + r

(xdy − ydx) = 1− cos θ
2 dφ (15.38)

whenever
0 < θ < θ1 (15.39)

A− ≡
1
2r

1
z − r

(xdy − ydx) = −1 + cos θ
2 dφ (15.40)

whenever
θ0 < θ < π (15.41)

(It is assumed that
θ0 < θ1) (15.42)

• Evaluate the 1-form J such that

∗ J ≡ d ∗G (15.43)

• Compute the electric and magnetic fields corresponding to this field
strength.

• Compute the fluxes ∫
B(R)

d ∗ F (15.44)∫
B(R)

d ∗G (15.45)

where B(R) is the surface of a 2-sphere around the origin.
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15.10

Define an adequate vierbein for the metric

ds2 =
(
dt−Aidxi

)2
− a2(t)δijdxidxj (15.46)

Using it, compute the spin connection and the two-form of curvature, ( no
need to go back to Christoffel symbols)

What is the condition for a new coordinate T to exist such that

dT = dt−Aidxi? (15.47)

15.11

Same question for the metric

ds2 = dt2 −
(
dr + β

dt

r

)2
− r2dΩ2

2 (15.48)



294 15. EXERCISES.

15.12

• Compute the equations of motion for the general lagrangian quadratic
in curvature

L = αRµνR
µν + βRµνρσR

µνρσ + γR2 (15.49)

where α, βγ are dimensionless constants.

• A particle of negative gravitational mass −|m| is released from rest
at a distance l >> Mκ2 from another fixed particle of equal positive
mass, |m|. As seen by a static FIDO observer, what is the magnitude
and direction of the acceleration of each particle?

15.13

• Consider the Einstein-Rosen metric.

g =



(
1− rS4ρ
1+ rS

4ρ

)2
0 0 0

0 −
(
1 + rS

4ρ

)2
0 0

0 0 −ρ2 0
0 0 0 −sin2 θ

 (15.50)

By using an appropriate tetrad, compute Riemann’s tensor.

• What is the physical meaning of it?
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15.14
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15.15
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15.16
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15.17
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15.18
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15.19
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15.20
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15.21
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15.22
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15.23
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15.24
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15.25



15.26. 307

15.26
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15.27 Exam 2013. Einstein-Rosen.

• The original Einstein-Rosen metric is obtained from Schwarzschild by
the change

u2 ≡ r − rS (15.51)

What is the advantage of this change over the seemingly more natural
one

u ≡ r − rS? (15.52)

• Answer. The metric

ds2 = u

rS + u
dt2 − u

u+ rS
du2 − (u+ rS)2dΩ2 (15.53)

behaves badly when u = 0. For example

Rtuut = − rS
u(rS + u)2 (15.54)

The Einstein-Rosen metric, instead

ds2 = u2

rS + u2dt
2 − 4(u2 + rS) du2 − (u2 + rS)2dΩ2 (15.55)

is well-behaved at u = 0. For example,

Rtuut = − 4rS
(rS + u2)2 (15.56)

• Compute the time to reach u=0 in the Einstein-Rosen space starting
at rest at infinity trough a radial geodesic, measured by a FIDO at
infinity and by a FREFO.

• . Answer.

L = ṫ2
u2

u2 + rS
− 4u̇2(u2 + rS) (15.57)

E ≡ ṫ u2

u2 + rS
(15.58)

Normalization:

L = 1 = ṫ2
u2

u2 + rS
−4u̇2(u2+rS) = E2(u2 + rS)2

u4

(
u2

u2 + rS
− 4

(
du

dt

)2
(u2 + rS)

)
(15.59)

When u =∞
1 = E2 (15.60)
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The FIDO time
dt = 2

(
u2 + rS

) 3
2 du

urS
(15.61)

The integrand diverges when u = 0. The FREFO time

dτ = u2

u2 + rS
dt (15.62)

is clearly finite.

• Define "radius" as
R ≡ 3V ol(S2)

A(S2) (15.63)

where Vol is the volume of a two-dimensional sphere of constant u,
and A is its surface. Compute the radius in terms of u.

• Answer.
A = 4π(u2 + rS)2 (15.64)

V = 4π
∫ U

0
du(u2 + rS)

5
2 = π

6
[
U
√
U2 + rS

(
33r2

S + 26rSU2 + 8U4
)

+

15r3
S log

(
2
(
U +

√
U2 + rS

))]
(15.65)

Then

R =
u
√
U2 + rS

(
33r2

S − 26rSU2 + 8U4)+ 15r3
S log

(
2
(
U +

√
U2 + rS

))
8(U2 + rS)2

(15.66)

15.28 Exam 2014. Gödel.

In 1949 Kurt Gödel discovered a solution of Einstein’s equations that in
some local coordinate patch reads

ds2 = a2
(
dt2 − dx2 + 1

2e
2xdy2 − dz2 + 2e2dtdy

)
(15.67)

where a is a constant. The nonvanishing Christoffels are easily calculated

Γ0
01 = 1

Γ0
12 = Γ1

02 = 1
2e

x

Γ1
22 = 1

2e
2x

Γ2
01 = −e−x (15.68)
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• Consider the congruence defined by

u ≡ 1
a

∂

∂t
(15.69)

It is a fact of life that
Rµν = 1

a2uµuν (15.70)

(Please notice the positioning of the indices). There are two ways to
interpret this solution: either with vanishing cosmological constant
and a perfect fluid source with a certain equation of state (what is it?)
or else as a pressureless fluid with a cosmological constant (which is?)

• Solution Start from

Rαβ −
1
2 (R+ 2λ) gαβ = κ2Tαβ (15.71)

which is the same as

Rµν = 1
a2uαuβ = κ2Tαβ−

(
2λ+ 1

2κ
2T

)
gαβ = κ2 (ρ+ p)uαuβ−

(
2λ+ κ2

2 (ρ− p)
)
gαβ

(15.72)
This means that

ρ+ p = 1
a2

2λ+ κ2

2 (ρ− p) = 0 (15.73)

Either

λ = 0
ρ = 1

2κ2
1
a2

p = ρ (15.74)

or else

p = 0

ρ = 1
a2κ2

λ = −κ
2

4 ρ (15.75)

• The congruence as above. Is it geodesic? Is it expanding? Is it rotat-
ing? How does the expansion depend on time (Raychaudhuri)?
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• Solution The optical scalars of the geodesic congruence

u̇ = 0
θ = 0
ω12 = 1

2a e
x

ωµνω
µν = 1

a2

Rµνu
µuν = 1

a2

θ̇ = 0 (15.76)

• In the same paper Gödel gives another coordinate patch

ex = cosh 2r + cos φ sinh 2r
yex =

√
2 sin φ sinh 2r

tg
(
φ

2 + t− 2τ
2
√

2

)
= e−2rtg φ

2
z = 2η

(15.77)

In this patch the metric reads

ds2 = 4a2
(
dτ2 − dr2 − dη2 +

(
sinh4 r − sinh2 r

)
dφ2 + 2

√
2 sinh2 rdφdτ

)
(15.78)

(no need to check this; trust Gödel).

• Consider the curve

r = R

η = 0
τ = −α φ

(15.79)

(0 ≤ φ ≤ 2π). This curve. Is it timelike? Is it geodesic? Is it there
some remarkable property after one turn on the axis?

• Solution It is timelike for R big enough, but not a geodesic. It is a
closed timelike curve. After a full turn

τ = −2πα (15.80)

we end up before we started, in spite of the fact that the curve is
everywhere timelike.
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By the way, essentially the same curve

r = R

θ = π

2
τ = −α φ

(15.81)

in Minkowski space is also timelike when |α| > R

ẋ2 =
(
α2 −R2

)
φ̇2 (15.82)

What happens is that it is past time oriented with respect to

u ≡ (1, 0, 0, 0) (15.83)

u.ẋ = −αφ̇ (15.84)

In Gödel spacetime, however the CTC is not only timelike, but also future
oriented for R big enough

u.ẋ =
(
2
√

2sinh2 R− α
)
φ̇ (15.85)

This is Gödel at his best.
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